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#### Abstract

In this paper, we present a second-order corrector infeasible interior-point method for linear optimization in a large neighborhood of the central path. The innovation of our method is to calculate the predictor directions using a specific kernel function instead of the logarithmic barrier function. We decompose the predictor direction induced by the kernel function to two orthogonal directions of the corresponding to the negative and positive component of the right-hand side vector of the centering equation. The method then considers the new point as a linear combination of these directions along with a second-order corrector direction. The convergence analysis of the proposed method is investigated and it is proved that the complexity bound is $\mathcal{O}\left(n^{\frac{5}{4}} \log \varepsilon^{-1}\right)$.
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## 1. Introduction

Interior point methods (IPMs) which started by Karmakar's paper in 1984 [7] have attracted much attention because of their power for solving linear optimization (LO). These methods were extensively used to obtain strong theoretical complexity results for LO. Among them, the primal-dual IPMs gain much more attention and the central pathway independently proposed by Megiddo [18] and Sonnevend [24] plays a crucial role in these methods. Actually, the goal of primal-dual IPMs is to follow the central

[^0]path and to compute an interior point as an $\varepsilon$-approximate of the optimal solution. For more details we refer the interested reader to the monographs of [23, 28, 29]. As can be seen from the literature, one classification of the primal-dual path-following IPMs can be based on step length; e.g., short update (small neighborhood) and large update (wide neighborhood) methods. From the point of view of theory, the small neighborhood methods give the complexity results better, while the large-step versions perform better in practice. This suggests that there is a gap between theory and practice. To reduce gap mentioned, Peng et al. [21] the first introduced the interiorpoint algorithms based on the idea of the self-regular functions. Wang et al. [27] presented a full-Newton step feasible IPM for $P_{*}(\kappa)$-LCP and obtained the currently best known iteration bound for small-update methods. Wang et al. [26] proposed an interior point algorithm and improved the complexity bound of IPMs for SDO using the Nesterov and Todd (NT) direction. Another classification is related to the feasibility of the iterates. In this case, we can talk about feasible and infeasible interior-point algorithms [23, 28, 29]. We can also meet with predictor-corrector IPMs which seems to be, in the theory and practice, the most powerful among these types of algorithms [19, 20]. Darvay [4] published a predictor-corrector interior-point algorithm for LO based on the algebraic equivalent transformation of the central path and used the function $\psi(t)=\sqrt{t}, t>0$ in order to determine of the transformed central path. Some variants and extensions of this algorithm can be found in [8-10, 25].
In 2004, Ai [1] proposed a new neighborhood of the central path for LO that was wider from the existing neighborhoods. Based on this neighborhood, Ai and Zhang [2] introduced a new path-following interior-point algorithm for LCP and proved that their algorithm has the $\mathcal{O}(\sqrt{n} L)$ iteration complexity bound. later on, this work attracted the attention of a number of researchers; e.g., Li and Terlaky [15], Feng and Fang [6] and Potra [22] generalized the Ai-Zhang idea to SDO and $P_{*}(\kappa)-\mathrm{LCP}$, respectively. Feng [5] extended the Ai-Zhang technique for solving LCP to secondorder cone optimization (SOCO). Liu and Liu [16] proposed the first wide neighborhood second-order corrector IPM with the same complexity as small neighborhood IPMs for SDO. Kheirfam and Chitsaz [12] proposed a second-order corrector interiorpoint algorithm for solving $P_{*}(\kappa)$-LCP based on the Ai-Zhang's idea [2] and proved that the algorithm meets the best known theoretical complexity bound. Kheirfam and Mohammadi-Sangachin [14] proposed a new predictor-corrector IPM for SDO in which their algorithm computes two corrector directions in addition to the Ai-Zhang directions.
All the algorithms mentioned so far require a strictly feasible starting point. For most problems such a starting point is difficult to find. In this case, an infeasible IPM (IIPM) is suggested. Liu et al. [17] devised a new infeasible-interior-point algorithm based on a wide neighborhood for symmetric optimization (SO). Based on the wide neighborhood and a commutative class of search directions, Kheirfam [11] investigated a predictor-corrector infeasible interior-point algorithm for SDO and proved that the complexity of the proposed algorithm is $\mathcal{O}\left(n^{5 / 4} \log \varepsilon^{-1}\right)$.
It is worth noting that all the aforementioned wide neighborhood interior point algorithms use the classical logarithmic barrier function to obtain the search directions.

Kheirfam and Haghighi [13] for the first time introduced a wide neighborhood interiorpoint algorithm based on the kernel function for LO. In fact, the search direction is based on the kernel function. Motivated by these observations, we propose a secondorder corrector wide neighborhood infeasible interior-point algorithm for LO. Our algorithm decomposes the predictor directions induced by the kernel function to two orthogonal directions corresponded to the negative and positive parts of the righthand side vector of the centering equation. Using the information of the negative directions, the algorithm computes a second-order corrector direction. The corrector is multiplied by the square of the twice the step size of the negative directions in the expression of the new iterate. We establish polynomial-time convergence of the proposed algorithm and derive the iteration complexity bound. Notably, this is the first second-order corrector wide neighborhood infeasible interior-point algorithm based on the kernel function for LO.
The outline of the paper is as follows. In Section 2, we introduce the LO, the concept of its central path and the search directions based on the kernel function. In Section 3, we give the systems defining the negative and positive search directions and the second-order corrector direction. Then, we present our new algorithm. Section 4 is devoted to the analysis of the proposed algorithm and we compute the iteration complexity for the algorithm. Finally, some concluding remarks are given in Section 5.

Notations. The following notations are used throughout the paper. $R^{m \times n}$ denotes the set of all $m \times n$ matrices, whereas $R^{n}$ is the $n$-dimensional Euclidean space. The Euclidean norm of $v \in R^{n}$ is denoted by $\|v\|$. Let $e=[1, \ldots, 1]^{T}$ denotes the $n$ dimensional all-one vector and let $R_{+}^{n}=\left\{x \in R^{n}: x \geq 0\right\}$ and $R_{++}^{n}=\left\{x \in R^{n}\right.$ : $x>0\}$. If $x, s \in R^{n}$, then $x s$ denotes Hadamard product of two vector $x$ and $s$, i.e. $x s=\left[x_{1} s_{1}, \ldots, x_{n} s_{n}\right]^{T}$. Moreover, $\operatorname{diag}(x)$ is a diagonal matrix, which contains on his main diagonal the element of $x$ in the original order. Let $x^{+}=\left[x_{1}^{+}, \ldots, x_{n}^{+}\right]^{T}$ and $x^{-}=\left[x_{1}^{-}, \ldots, x_{n}^{-}\right]^{T}$, where $x_{i}^{+}=\max \left\{x_{i}, 0\right\}$ and $x_{i}^{-}=\min \left\{x_{i}, 0\right\}$, for each $i=1, \ldots, n$, respectively.

## 2. Preliminaries

Consider the problem pair ( P ) and (D) as follows:

$$
\begin{equation*}
\min \left\{c^{T} x: A x=b, x \geq 0\right\} \tag{P}
\end{equation*}
$$

and

$$
\begin{equation*}
\max \left\{b^{T} y: A^{T} y+s=c, s \geq 0\right\} \tag{D}
\end{equation*}
$$

where $b \in R^{m}, c \in R^{n}, A \in R^{m \times n}$. It is assumed that $\operatorname{rank}(A)=m$. By $\mathcal{F}\left(\mathcal{F}^{0}\right)$ we denote the set of all feasible solutions (strictly feasible solutions) of the primal-dual pair of problems (P) and (D). Without loss of generality, we may assume that $\mathcal{F}^{0} \neq \emptyset$.

The optimal conditions for the problem pair (P) and (D) are

$$
\begin{align*}
A x=b, & x \geq 0 \\
A^{T} y+s=c, & s \geq 0,  \tag{1}\\
x s=0 . &
\end{align*}
$$

The key idea of primal-dual IPMs is to use the parameterized equation $x s=\mu e$ instead the complementarity condition $x s=0$, where $\mu>0$. Thus, the system (1) becomes

$$
\begin{align*}
A x & =b, \quad x>0, \\
A^{T} y+s & =c, \quad s>0,  \tag{2}\\
x s & =\mu e .
\end{align*}
$$

By assumption $\mathcal{F}^{0} \neq \emptyset$, it is proved that the system (2) has a unique solution $(x(\mu), y(\mu), s(\mu))$ for each $\mu>0$. The set of all such solutions, denoted by $\mathcal{C}:=\{(x(\mu), y(\mu), s(\mu)): \mu>0\}$, is called the central path (see [18, 24]). The central path converges for $\mu \downarrow 0$ to the optimal solution of the initial problem.
Applying Newton's method to system (2) gives the following system for search direction $(\Delta x, \Delta y, \Delta s)$ :

$$
\begin{align*}
A \Delta x & =r_{p} \\
A^{T} \Delta y+\Delta s & =r_{d}  \tag{3}\\
x \Delta s+s \Delta x & =\tau \mu e-x s
\end{align*}
$$

where $\tau \in(0,1)$ is called centering parameter, $r_{p}=b-A x$ and $r_{d}=c-s-A^{T} y$ are the residual vectors at $(x, y, s)$. One easy finds

$$
\begin{align*}
x \Delta s+s \Delta x & =-\sqrt{\tau \mu x s}\left(\sqrt{\frac{x s}{\tau \mu}}-\sqrt{\frac{\tau \mu e}{x s}}\right) \\
& =-\sqrt{\tau \mu x s} \nabla \Psi\left(\sqrt{\frac{x s}{\tau \mu}}\right), \tag{4}
\end{align*}
$$

where $\Psi(t)=\sum_{i=1}^{n} \psi\left(t_{i}\right), \psi\left(t_{i}\right)=\frac{t_{i}^{2}-1}{2}-\log \left(t_{i}\right)$ with $t_{i}=\sqrt{\frac{x_{i} s_{i}}{\tau \mu}}$ and $t \in R^{n}$. $\psi$ is so-called a kernel function, i.e., $\psi(1)=\psi^{\prime}(1)=0, \psi^{\prime \prime}\left(t_{i}\right)>0, \forall t_{i}>0$ and $\lim _{t_{i} \rightarrow 0^{+}} \psi\left(t_{i}\right)=\lim _{t_{i} \rightarrow+\infty} \psi\left(t_{i}\right)=+\infty$.
Here, we take the $\psi\left(t_{i}\right)=\left(t_{i}-\frac{1}{t_{i}}\right)^{2}$ kernel function [3]. In this way, by invoking (4), the system (3) becomes

$$
\begin{align*}
A \Delta x & =r_{p}, \\
A^{T} \Delta y+\Delta s & =r_{d}  \tag{5}\\
x \Delta s+s \Delta x & =(x s)^{-1}\left(\tau^{2} \mu^{2} e-(x s)^{2}\right) .
\end{align*}
$$

## 3. An infeasible-interior-point algorithm

We propose a second-order corrector infeasible-interior-point algorithm for solving the problem pair (P) and (D). The algorithm solve the following two systems

$$
\begin{align*}
A \Delta x_{-} & =r_{p} \\
A^{T} \Delta y_{-}+\Delta s_{-} & =r_{d}  \tag{6}\\
x \Delta s_{-}+s \Delta x_{-} & =(x s)^{-1}\left(\tau^{2} \mu^{2} e-(x s)^{2}\right)^{-}
\end{align*}
$$

and

$$
\begin{align*}
A \Delta x_{+} & =0 \\
A^{T} \Delta y_{+}+\Delta s_{+} & =0  \tag{7}\\
x \Delta s_{+}+s \Delta x_{+} & =(x s)^{-1}\left(\tau^{2} \mu^{2} e-(x s)^{2}\right)^{+} .
\end{align*}
$$

to obtain the predictor directions ( $\Delta x_{-}, \Delta y_{-}, \Delta s_{-}$) and ( $\left.\Delta x_{+}, \Delta y_{+}, \Delta s_{+}\right)$, while the corrector direction $\left(\Delta x^{c}, \Delta y^{c}, \Delta s^{c}\right)$ is computed by the following system:

$$
\begin{align*}
A \Delta x^{c} & =0 \\
A^{T} \Delta y^{c}+\Delta s^{c} & =0  \tag{8}\\
x \Delta s^{c}+s \Delta x^{c} & =-\Delta x_{-} \Delta s_{-} .
\end{align*}
$$

Finally, the new iterate is considered as follows

$$
\begin{aligned}
x(\alpha) & :=x+\Delta x(\alpha)=x+\frac{\alpha_{1}}{2} \Delta x_{-}+\alpha_{2} \Delta x_{+}+\alpha_{1}^{2} \Delta x^{c} \\
s(\alpha) & :=s+\Delta s(\alpha)=s+\frac{\alpha_{1}}{2} \Delta s_{-}+\alpha_{2} \Delta s_{+}+\alpha_{1}^{2} \Delta s^{c} .
\end{aligned}
$$

Using the above two equations and invoking the systems (6), (7) and (8), we can write

$$
\begin{align*}
& x(\alpha) s(\alpha)=x s+\frac{\alpha_{1}}{2}\left((x s)^{-1}\left(\tau^{2} \mu^{2} e-(x s)^{2}\right)^{+}\right) \\
& +\alpha_{2}\left((x s)^{-1}\left(\tau^{2} \mu^{2} e-(x s)^{2}\right)^{+}\right)+\frac{\alpha_{1}^{3}}{2}\left(\Delta s_{-} \Delta x^{c}+\Delta x_{-} \Delta s^{c}\right) \\
& \quad+\frac{\alpha_{1} \alpha_{2}}{2}\left(\Delta x_{+} \Delta s_{-}+\Delta s_{+} \Delta x_{-}\right)+\alpha_{2} \alpha_{1}^{2}\left(\Delta s_{+} \Delta x^{c}+\Delta s^{c} \Delta x_{+}\right) \\
& \quad+\alpha_{2}^{2}\left(\Delta x_{+} \Delta s_{+}\right)+\alpha_{1}^{4}\left(\Delta x^{c} \Delta s^{c}\right) \tag{9}
\end{align*}
$$

Inspired by Ai and Zhang [2], we define the following wide neighborhood of the infeasible central path for LO:

$$
\mathcal{N}(\tau, \beta)=\left\{(x, y, s) \in R_{++}^{n} \times R^{m} \times R_{++}^{n}:\left\|(\tau \mu e-x s)^{+}\right\| \leq \beta \tau \mu\right\}
$$

where $\beta, \tau \in(0,1)$ are given constants. One has $(x s)_{i} \geq(1-\beta) \tau \mu$ for $(x, y, s) \in$ $\mathcal{N}(\tau, \beta)$. Note that the algorithm will be restrict the iterates to the $\mathcal{N}(\tau, \beta)$ wide neighborhood.
Now, we outline our new second-order corrector infeasible-interior-point algorithm as follows.
Algorithm 1: second - order corecctor infeasible interior - point algorithm
Input: an accuracy parameter $\varepsilon>0$, neighborhood parameters $0<\beta \leq \frac{1}{2}, 0<\tau \leq \frac{1}{4}$ and an initial point $\left(x^{0}, y^{0}, s^{0}\right) \in \mathcal{N}(\tau, \beta)$ with $\mu_{0}=\frac{\left(x^{0}\right)^{T} s^{0}}{n}$.
For $k=0,1, \cdots$,
Step 1: If $\mu_{k} \leq \varepsilon$, then stop.
Step 2: Compute the predictor directions ( $\left.\Delta x_{-}, \Delta y_{-}, \Delta s_{-}\right)$and $\left(\Delta x_{+}, \Delta y_{+}, \Delta s_{+}\right)$ by solving (6) and (7), respectively.

Step 3: Compute the corrector directions ( $\Delta x^{c}, \Delta y^{c}, \Delta s^{c}$ ) by solving (8).
Step 4: Find the largest step size $0<\alpha^{k}:=\left(\alpha_{1}^{k}, \alpha_{2}^{k}\right)$, such that

$$
\begin{gather*}
\mu(\alpha) \leq\left(1-\frac{\alpha_{1}^{k}}{10}\right) \mu,  \tag{10}\\
x\left(\alpha^{k}\right)^{T} s\left(\alpha^{k}\right) \geq\left(1-\frac{\alpha_{1}^{k}}{2}\right)\left(x^{k}\right)^{T} s^{k},  \tag{11}\\
\left(x\left(\alpha^{k}\right), y\left(\alpha^{k}\right), s\left(\alpha^{k}\right)\right) \in \mathcal{N}(\tau, \beta) . \tag{12}
\end{gather*}
$$

Step 4: Let $\left(x^{k+1}, y^{k+1}, s^{k+1}\right):=\left(x\left(\alpha^{k}\right), y\left(\alpha^{k}\right), s\left(\alpha^{k}\right)\right)$ and $\mu_{k+1}=\frac{\left(x^{k+1}\right)^{T} s^{k+1}}{n}$.
Step 5: Set $k:=k+1$ and go to Step 1 .

Let the iterate ( $x^{k}, y^{k}, s^{k}$ ) be generated by Algorithm 1, and when the residual vectors $r_{p}$ and $r_{d}$ are evaluated at the point $(x, y, s)=\left(x^{k}, y^{k}, s^{k}\right)$, we denote them by $r_{p}^{k}$ and $r_{d}^{k}$. Moreover, we introduce the scalar quantity

$$
\nu_{k}=\left(1-\frac{\alpha_{1}^{k}}{2}\right) \nu_{k-1}=\prod_{i=0}^{k-1}\left(1-\frac{\alpha_{1}^{i}}{2}\right), \quad \nu_{0}=1 .
$$

In this way, one easily checks that $r_{p}^{k}=\nu_{k} r_{p}^{0}$ and $r_{d}^{k}=\nu_{k} r_{d}^{0}$. From this discussion it concludes that $\nu_{k}=\frac{\left\|r_{p}^{k}\right\|}{\left\|r_{p}^{0}\right\|}=\frac{\left\|r_{d}^{k}\right\|}{\| r_{d}^{r_{d} \|}}$. This means that $\nu_{k}$ shows the relative infeasibility of $\left(x^{k}, y^{k}, s^{k}\right)$. Therefore, at each iteration, we maintain the following condition

$$
\begin{equation*}
\left.\left(x^{k}\right)^{T} s^{k} \geq\left(1-\frac{\alpha_{1}^{k}}{2}\right)\left(x^{k-1}\right)^{T} s^{k-1}\right) \geq \nu_{k}\left(x^{0}\right)^{T} s^{0} \tag{13}
\end{equation*}
$$

which guarantees that the infeasibility tends to zero while $x^{T} s$ approaches to zero. Suppose $\rho_{*}$ be a positive constant such that for some optimal solution $\left(x^{*}, y^{*}, s^{*}\right)$, we have $\rho_{*}=\left\|x^{*}\right\|_{\infty}+\left\|s^{*}\right\|_{\infty}$. The starting point $\left(x^{0}, y^{0}, s^{0}\right)$ is chosen so that

$$
\begin{equation*}
x^{0}=s^{0}=\rho_{*} e>0 . \tag{14}
\end{equation*}
$$

From the equality (14) and the definition of $\rho_{*}$, it follows that $x^{0}-x_{*} \geq 0$ and $s^{0}-s_{*} \geq 0$. In addition, by direct calculation we obtain

$$
\begin{equation*}
\rho_{*}=\frac{n\left(\left\|x^{*}\right\|_{\infty}+\left\|s^{*}\right\|_{\infty}\right)}{n} \geq \frac{e^{T} x^{*}+e^{T} s^{*}}{n} \tag{15}
\end{equation*}
$$

## 4. Analysis of the algorithm

For the sake of simplicity, we define the following notations

$$
\begin{gathered}
v=\sqrt{x s}, \quad d x_{-}=\frac{v \Delta x_{-}}{x}, \quad d s_{-}=\frac{v \Delta s_{-}}{s}, \quad d x_{+}=\frac{v \Delta x_{+}}{x}, \\
d s_{+}=\frac{v \Delta s_{+}}{s}, \quad d x^{c}=\frac{v \Delta x^{c}}{x}, \quad d s^{c}=\frac{v \Delta s^{c}}{s}
\end{gathered}
$$

Due to the above notations, we scale the systems (6), (7) and (8) as follows

$$
\begin{align*}
\bar{A} d x_{-} & =r_{p}, \\
\bar{A}^{T} \Delta y_{-}+d s_{-} & =v s^{-1} r_{d},  \tag{16}\\
d x_{-}+d s_{-} & =\frac{\tau \mu e+v^{2}}{v^{3}}\left(\tau \mu e-v^{2}\right)^{-}, \\
\bar{A} d x_{+} & =0, \\
\bar{A}^{T} \Delta y_{+}+d s_{+} & =0,  \tag{17}\\
d x_{+}+d s_{+} & =\frac{\tau \mu e+v^{2}}{v^{3}}\left(\tau \mu e-v^{2}\right)^{+},
\end{align*}
$$

and

$$
\begin{align*}
\bar{A} d x^{c} & =0, \\
\bar{A}^{T} \Delta y^{c}+d s^{c} & =0,  \tag{18}\\
d s^{c}+d x^{c} & =-v^{-1} d x_{-} d s_{-},
\end{align*}
$$

where $\bar{A}=A V^{-1} X$ with $V=\operatorname{diag}(v)$ and $X=\operatorname{diag}(x)$. From the first two equations of (17) and (18) one has $\left(d x_{+}\right)^{T}\left(d s_{+}\right)=\left(d x^{c}\right)^{T}\left(d s^{c}\right)=\left(d x_{+}\right)^{T} d s^{c}=0$ and $\left(d x^{c}\right)^{T}\left(d s_{+}\right)=0$. Using (9), together with (16) and (17), we can write

$$
\begin{align*}
& \mu(\alpha)=\frac{x(\alpha)^{T} s(\alpha)}{n}=\mu+\frac{\alpha_{1}}{2 n} e^{T}\left(\frac{\tau \mu e+v^{2}}{v^{2}}\left(\tau \mu e-v^{2}\right)^{-}\right) \\
& +\frac{\alpha_{2}}{n} e^{T}\left(\frac{\tau \mu e+v^{2}}{v^{2}}\left(\tau \mu e-v^{2}\right)^{+}\right)+\frac{\alpha_{1}^{3}}{2 n}\left(\left(d s_{-}\right)^{T}\left(d x^{c}\right)+\left(d x_{-}\right)^{T}\left(d s^{c}\right)\right) \\
&  \tag{19}\\
& +\frac{\alpha_{1} \alpha_{2}}{2 n}\left(\left(d x_{+}\right)^{T}\left(d s_{-}\right)+\left(d s_{+}\right)^{T}\left(d x_{-}\right)\right)
\end{align*}
$$

The following lemma is key to our analysis.

Lemma 1. ([30]) Let $u, v \in R^{n}$ and $p=\left(x^{-1} s\right)^{\frac{1}{2}}$, then

$$
\|u v\|_{1} \leq\|p u\|\left\|p^{-1} v\right\| \leq \frac{1}{2}\left(\|p u\|^{2}+\left\|p^{-1} v\right\|^{2}\right) .
$$

We now cite the following two lemmas from [13].

Lemma 2. Let $(x, y, s) \in \mathcal{N}(\tau, \beta)$. Then
(i) $e^{T}\left(\frac{\tau \mu e+v^{2}}{v^{2}}\left(\tau \mu e-v^{2}\right)^{-}\right) \leq-(1-\tau) n \mu$.
(ii) $e^{T}\left(\frac{\tau \mu e+v^{2}}{v^{2}}\left(\tau \mu e-v^{2}\right)^{+}\right) \leq \frac{2-\beta}{1-\beta} \sqrt{n} \beta \tau \mu$.

Lemma 3. If $(x, y, s) \in \mathcal{N}(\tau, \beta)$ and $\beta \leq \frac{1}{2}$, then
(i) $\left\|\frac{\tau \mu e+v^{2}}{v^{3}}\left(\tau \mu e-v^{2}\right)^{-}\right\|^{2} \leq 4 n \mu$.
(ii) $\left\|\frac{\tau \mu e+v^{2}}{v^{3}}\left(\tau \mu e-v^{2}\right)^{+}\right\|^{2} \leq \frac{\beta^{2}(2-\beta)^{2}}{(1-\beta)^{3}} \tau \mu$.

In order to get an upper bound for $\left\|d x_{-}\right\|\left\|d s_{-}\right\|$, we first prove the following lemma.

Lemma 4. Let $\left(d x_{-}, d y_{-}, d s_{-}\right)$be a solution of the system (16) and $p=\left(x^{-1} s\right)^{\frac{1}{2}}$. Moreover, let $\left(x^{0}, y^{0}, s^{0}\right)$ be defined as in (14). Then

$$
\left(d x_{-}\right)^{T}\left(d s_{-}\right) \geq-\xi t-n \mu,
$$

where

$$
\xi=\nu\left(\left\|p^{-1}\left(s^{0}-s^{*}\right)\right\|+\left\|p\left(x^{0}-x^{*}\right)\right\|\right) \quad \text { and } t=\left(\left\|d x_{-}\right\|^{2}+\left\|d s_{-}\right\|^{2}\right)^{\frac{1}{2}} .
$$

Proof. Considering the first two equations of the system (16) and using the fact that $\left(x^{*}, y^{*}, s^{*}\right)$ is an optimal solution, we can write

$$
\begin{array}{r}
0=\bar{A} d x_{-}-r_{p}=A X V^{-1} d x_{-}-\nu r_{p}^{0}=A X V^{-1} d x_{-} \nu\left(b-A x^{0}\right) \\
=A\left(X V^{-1} d x_{-}-\nu\left(x^{*}-x^{0}\right)\right)
\end{array}
$$

In a quite similar way, one has

$$
A^{T}\left(X V^{-1} \Delta y_{-}-v s^{-1} \nu\left(y^{*}-y^{0}\right)\right)+d s_{-}-v s^{-1} \nu\left(s^{*}-s^{0}\right)=0 .
$$

From the above two equations, it follows that

$$
\left(X V^{-1} d x_{-}-\nu\left(x^{*}-x^{0}\right)\right)^{T}\left(d s_{-}-v s^{-1} \nu\left(s^{*}-s^{0}\right)\right)=0 .
$$

By rearranging, we have

$$
\begin{array}{rl}
X V^{-1} d x_{-}^{T} d s_{-}=\nu x s^{-1}\left(s^{*}-s^{0}\right)^{T} & d x_{-}+\nu\left(x^{*}-x^{0}\right)^{T} d s_{-} \\
& -\nu^{2} v s^{-1}\left(x^{0}-x^{*}\right)^{T}\left(s^{0}-s^{*}\right),
\end{array}
$$

and then one finds

$$
\begin{aligned}
& d x_{-}^{T} d s_{-}= \nu v s^{-1}\left(s^{*}-s^{0}\right)^{T} d x_{-}+\nu x^{-1} v\left(x^{*}-x^{0}\right)^{T} d s_{-} \\
& \quad-\nu^{2}\left(x^{*}-x^{0}\right)^{T}\left(s^{*}-s^{0}\right) \\
&= \nu\left(s^{*}-s^{0}\right)^{T} \Delta x_{-}+\nu\left(x^{*}-x^{0}\right)^{T} \Delta s_{-}-\nu^{2}\left(x^{0}-x^{*}\right)^{T}\left(s^{0}-s^{*}\right) \\
& \geq-\nu\|p \Delta x-\|\left\|p^{-1}\left(s^{0}-s^{*}\right)\right\|-\nu\left\|p^{-1} \Delta s_{-}\right\|\left\|p\left(x^{0}-x^{*}\right)\right\| \\
& \quad-\nu^{2}\left(x^{0}-x^{*}\right)^{T}\left(s^{0}-s^{*}\right) \\
& \geq-\nu\left(\left\|p^{-1}\left(s^{0}-s^{*}\right)\right\|+\left\|p\left(x^{0}-x^{*}\right)\right\|\right) \\
& \quad \times \sqrt{\left\|p \Delta x_{-}\right\|^{2}+\left\|p^{-1} \Delta s_{-}\right\|^{2}}-\nu^{2}\left(x^{0}-x^{*}\right)^{T}\left(s^{0}-s^{*}\right) \\
&=-\xi t-\nu^{2}\left(x^{0}-x^{*}\right)^{T}\left(s^{0}-s^{*}\right) \geq-\xi t-n \mu .
\end{aligned}
$$

Here the first inequality follows from the Cauchy-Schwarz inequality and the second inequality is due to the following inequality, for any $a, b, c, d \in R^{n}$

$$
\|a\|\|b\|+\|c\|\|d\| \leq[\|b\|+\|d\|]\left[\|a\|^{2}+\|c\|^{2}\right]^{\frac{1}{2}}
$$

and the last inequality follows by

$$
\begin{aligned}
\nu^{2}\left(x^{*}-x^{0}\right)^{T}\left(s^{*}-s^{0}\right) & =\nu^{2}\left(\left(x^{0}\right)^{T}\left(s^{0}\right)-\left(x^{0}\right)^{T}\left(s^{*}\right)-\left(x^{*}\right)^{T}\left(s^{0}\right)\right) \\
& \leq \nu^{2}\left(\left(x^{0}\right)^{T}\left(s^{0}\right)\right) \leq \nu\left(x^{T} s\right) \leq n \mu
\end{aligned}
$$

Thus we have completed the proof.

Lemma 5. If $(x, y, s) \in \mathcal{N}(\tau, \beta)$, then

$$
\left\|d x x_{+}\right\|^{2}+\left\|d s_{+}\right\|^{2} \leq \frac{\beta^{2}(2-\beta)^{2}}{(1-\beta)^{3}} \tau \mu .
$$

Proof. Taking the squared-norm on both sides of the third equation of (17), remembering that $d x_{+}^{T} d s_{+}=0$, implies that

$$
\begin{aligned}
\left\|d x_{+}+d s_{+}\right\|^{2}=\left\|d x_{+}\right\|^{2}+\left\|d s_{+}\right\|^{2} & =\left\|\frac{\tau \mu e+v^{2}}{v^{3}}\left(\tau \mu e-v^{2}\right)^{+}\right\|^{2} \\
& \leq \frac{\beta^{2}(2-\beta)^{2}}{(1-\beta)^{3}} \tau \mu,
\end{aligned}
$$

where the inequality is obtained from Lemma 3(ii). Thus the proof is completed.

Lemma 6. If $(x, y, s) \in \mathcal{N}(\tau, \beta)$, then

$$
\left\|d x_{-}\right\|^{2}+\left\|d s_{-}\right\|^{2} \leq \omega^{2} n^{2} \mu
$$

where $\omega=\frac{3}{\sqrt{(1-\beta) \tau}}+\sqrt{\frac{9}{(1-\beta) \tau}+\frac{6}{n}} \geq 6$.

Proof. Using (16) and Lemma 3(i), it follows that

$$
t^{2}=\left\|d x_{-}\right\|^{2}+\left\|d s_{-}\right\|^{2} \leq-2\left(d x_{-}\right)^{T}\left(d s_{-}\right)+4 n \mu \leq 2 \xi t+6 n \mu
$$

where the second inequality is due to Lemma 4 . This implies

$$
\begin{equation*}
0 \leq t \leq \xi+\sqrt{\xi^{2}+6 n \mu} \tag{20}
\end{equation*}
$$

From proof of lemma 4.6 in [11], we have

$$
\xi \leq \frac{3 n \mu}{\sqrt{(1-\beta) \tau \mu}}
$$

Substitution of this bound into (20) yields

$$
t^{2} \leq\left(\frac{3 n \mu}{\sqrt{(1-\beta) \tau \mu}}+\sqrt{\frac{9 n^{2} \mu^{2}}{(1-\beta) \tau \mu}+6 n \mu}\right)^{2} \leq \omega^{2} n^{2} \mu
$$

where $\omega=\frac{3}{\sqrt{(1-\beta) \tau}}+\sqrt{\frac{9}{(1-\beta) \tau}+\frac{6}{n}} \geq 6$. The proof is completed.
Based on the results in Lemmas 5 and 6 and the inequality of arithmetic and geometric means, we can straightforwardly prove the following corollary.

Corollary 1. Suppose that $(x, y, s) \in \mathcal{N}(\tau, \beta)$. Then
(i) $\left\|d x_{+}\right\|\left\|d s_{+}\right\| \leq \frac{\beta^{2}(2-\beta)^{2}}{2(1-\beta)^{3}} \tau \mu$.
(ii) $\left\|d x_{-}\right\|\left\|d s_{-}\right\| \leq \frac{\omega^{2} n^{2} \mu}{2}$.

Lemma 7. Let $(x, y, s) \in \mathcal{N}(\tau, \beta)$ and $p=\left(x^{-1} s\right)^{\frac{1}{2}}$, then

$$
\left\|d x^{c}\right\|\left\|d s^{c}\right\| \leq \frac{\omega^{4} n^{4} \mu}{8(1-\beta) \tau}, \quad \text { where } \omega \geq 6
$$

Proof. If we take the squared-norm of the third equation of (18) and use the orthogonality property of the vectors $d x^{c}$ and $d s^{c}$, then we obtain

$$
\begin{equation*}
\left\|d x^{c}\right\|^{2}+\left\|d s^{c}\right\|^{2}=\left\|v^{-1}\left(d x_{-} d s_{-}\right)\right\|^{2} \leq\left\|v^{-1}\right\|_{\infty}^{2}\left\|d x_{-} d s_{-}\right\|^{2} \leq \frac{\omega^{4} n^{4} \mu}{4(1-\beta) \tau} \tag{21}
\end{equation*}
$$

where the last inequality follows from the fact that $(x, y, s) \in \mathcal{N}(\tau, \beta)$ and Corollary 1(ii). Finally, using the inequality of arithmetic and geometric means and the above inequality, we obtain the inequality in lemma.

The next result is a straightforward consequence of Lemmas 5, 6 and the inequality (21).

Corollary 2. Let $(x, y, s) \in \mathcal{N}(\tau, \beta)$ and $p=\left(x^{-1} s\right)^{\frac{1}{2}}$, then
(i) $\left\|d x_{-}\right\|\left\|d s_{+}\right\| \leq \frac{\beta(2-\beta)}{(1-\beta)^{\frac{3}{2}}} \sqrt{\tau} n \omega \mu$,
(iv) $\left\|d x_{-}\right\|\left\|d s^{c}\right\| \leq \frac{\omega^{3} n^{3} \mu}{2 \sqrt{(1-\beta) \tau}}$,
(ii) $\left\|d s_{-}\right\|\left\|d x_{+}\right\| \leq \frac{\beta(2-\beta)}{(1-\beta)^{\frac{3}{2}}} \sqrt{\tau} n \omega \mu$,
$(v)\left\|d s_{+}\right\|\left\|d x^{c}\right\| \leq \frac{\beta(2-\beta)}{2(1-\beta)^{2}} \omega^{2} n^{2} \mu$,
(iii) $\left\|d s_{-}\right\|\left\|d x^{c}\right\| \leq \frac{\omega^{3} n^{3} \mu}{2 \sqrt{(1-\beta) \tau}}$,
(vi) $\left\|d s^{c}\right\|\left\|d x_{+}\right\| \leq \frac{\beta(2-\beta)}{2(1-\beta)^{2}} \omega^{2} n^{2} \mu$.

Given $(x, y, s) \in \mathcal{N}(\tau, \beta)$, the following lemma ensures that the algorithm reduces the duality gap for a specific choice of parameters.

Lemma 8. Suppose $(x, y, s) \in \mathcal{N}(\tau, \beta)$. If $\alpha_{1}=\sqrt{\frac{\beta \tau}{2 n}} \alpha_{2}, \alpha_{2} \leq \frac{1}{\sqrt{n} \omega^{\frac{3}{2}}}, \beta \leq \frac{1}{78}$ and $\tau \leq \frac{51}{100}$, then $\mu(\alpha) \leq\left(1-\frac{\alpha_{1}}{250}\right) \mu$.

Proof. By (19), Lemma 2 and the Cauchy-Schwartz inequality, we can find

$$
\begin{aligned}
\mu(\alpha) \leq & \frac{1}{n}\left(n \mu-\frac{\alpha_{1}}{2}(1-\tau) n \mu+\alpha_{2} \frac{2-\beta}{1-\beta} \sqrt{n} \beta \tau \mu\right. \\
& \left.+\frac{\alpha_{1}^{3}}{2}\left(\left\|d s_{-}\right\|\left\|d x^{c}\right\|+\left\|d x_{-}\right\|\left\|d s^{c}\right\|\right)+\frac{\alpha_{1} \alpha_{2}}{2}\left(\left\|d s_{+}\right\|\left\|d x_{-}\right\|+\left\|d s_{-}\right\|\left\|d x_{+}\right\|\right)\right) \\
\leq & \mu-\frac{(1-\tau) \alpha_{1} \mu}{2}+\frac{\alpha_{1} \sqrt{2 \beta \tau}(2-\beta) \mu}{1-\beta}+\frac{\alpha_{1}^{3} \omega^{3} n^{2} \mu}{2 \sqrt{(1-\beta) \tau}}+\frac{\alpha_{1} \alpha_{2} \beta(2-\beta) \omega \sqrt{\tau} \mu}{(1-\beta)^{\frac{3}{2}}} \\
\leq & \left(1-\left(\frac{1-\tau}{2}-\frac{\sqrt{2 \beta \tau}(2-\beta)}{1-\beta}-\frac{\beta \sqrt{\tau}}{4 \sqrt{1-\beta}}-\frac{\beta(2-\beta) \sqrt{\tau}}{(1-\beta)^{\frac{3}{2}} \sqrt{n \omega}}\right) \alpha_{1}\right) \mu \\
\leq & \left(1-\left(\frac{49}{200}-\frac{155 \sqrt{51}}{770 \sqrt{39}}-\frac{\sqrt{3978}}{3120 \sqrt{77}}-\frac{12090 \sqrt{3978}}{4684680 \sqrt{462}}\right) \alpha_{1}\right) \mu \leq\left(1-\frac{\alpha_{1}}{250}\right) \mu,
\end{aligned}
$$

where the second inequality follows from Corollary 2 , the third one from $\alpha_{1}=\sqrt{\frac{\beta \tau}{2 n}} \alpha_{2}$ and $\alpha_{2} \leq \frac{1}{\sqrt{n} \omega^{\frac{3}{2}}}$ and the fourth one is due to $\omega \geq 6, n \geq 1, \tau \leq \frac{51}{100}$ and $\beta \leq \frac{1}{78}$. Thus the proof is completed.

Lemma 9. Let $\alpha_{1}=\sqrt{\frac{\beta \tau}{2 n}} \alpha_{2}, \alpha_{2} \leq \frac{1}{\sqrt{n} \omega^{\frac{3}{2}}}, \beta \leq \frac{1}{78}, \tau=\frac{51}{100}$ and $(x, y, s) \in \mathcal{N}(\tau, \beta)$. Then

$$
x(\alpha)^{T} s(\alpha) \geq\left(1-\frac{\alpha_{1}}{2}\right) x^{T} s
$$

Proof. First, by using the inequalities $1 \leq \frac{\tau \mu e+v^{2}}{v^{2}} \leq 2$ and $\alpha_{1} \leq \alpha_{2}$, we have

$$
\begin{aligned}
\frac{\alpha_{1}}{2} e^{T}\left(\frac{\tau \mu e+v^{2}}{v^{2}}\right. & \left.\left(\tau \mu e-v^{2}\right)^{-}\right)+\alpha_{2} e^{T}\left(\frac{\tau \mu e+v^{2}}{v^{2}}\left(\tau \mu e-v^{2}\right)^{+}\right) \\
& \geq \frac{\alpha_{1}}{2} e^{T}\left(2\left(\tau \mu e-v^{2}\right)^{-}\right)+\alpha_{2} e^{T}\left(\left(\tau \mu e-v^{2}\right)^{+}\right) \\
& \geq \frac{\alpha_{1}}{2} e^{T}\left(2\left(\tau \mu e-v^{2}\right)^{-}\right)+\alpha_{1} e^{T}\left(\left(\tau \mu e-v^{2}\right)^{+}\right) \\
& =\alpha_{1} e^{T}\left(\left(\tau \mu e-v^{2}\right)\right)=\alpha_{1}(\tau-1) n \mu .
\end{aligned}
$$

Substituting this into (19), also using the Cauchy-Schwartz inequality, we obtain

$$
\begin{aligned}
x(\alpha)^{T} s(\alpha) \geq & n \mu+\alpha_{1}(\tau-1) n \mu-\frac{\alpha_{1}^{3}}{2}\left(\left\|d s_{-}\right\|\left\|d x^{c}\right\|+\left\|d x_{-}\right\|\left\|d s^{c}\right\|\right) \\
& \quad-\frac{\alpha_{1} \alpha_{2}}{2}\left(\left\|d s_{+}\right\|\left\|d x_{-}\right\|+\left\|d x_{+}\right\|\left\|d s_{-}\right\|\right) \\
\geq & n \mu-\alpha_{1}(1-\tau) n \mu-\alpha_{1}^{3}\left(\frac{\omega^{3} n^{3} \mu}{2 \sqrt{(1-\beta) \tau}}\right)-\alpha_{1} \alpha_{2}\left(\frac{\beta(2-\beta)}{(1-\beta)^{\frac{3}{2}}} \omega \sqrt{\tau} n \mu\right) \\
\geq & \left(1-\left(1-\tau+\alpha_{1}^{2}\left(\frac{\omega^{3} n^{2}}{2 \sqrt{(1-\beta) \tau}}\right)+\alpha_{2}\left(\frac{\beta(2-\beta)}{(1-\beta)^{\frac{3}{2}}} \omega \sqrt{\tau}\right)\right) \alpha_{1}\right) n \mu \\
\geq & \left(1-\left(1-\tau+\frac{\beta \sqrt{\tau}}{4 \sqrt{1-\beta}}+\frac{\beta(2-\beta) \sqrt{\tau}}{(1-\beta)^{\frac{3}{2}} \sqrt{n \omega}}\right) \alpha_{1}\right) n \mu \\
\geq & \left(1-\left(\frac{49}{100}+\frac{\sqrt{3978}}{3120 \sqrt{77}}+\frac{12090 \sqrt{3978}}{4684680 \sqrt{462}}\right) \alpha_{1}\right) n \mu \\
= & \left(1-0.4999 \alpha_{1}\right) n \mu \geq\left(1-\frac{\alpha_{1}}{2}\right) x^{T} s
\end{aligned}
$$

Thus we have completed the proof.
The proof of next lemma is quite similar to the proof of Lemma 6 in [13], so the proof is omitted here.

Lemma 10. Suppose that $\mu(\alpha)>0$ and $(x, y, s) \in \mathcal{N}(\tau, \beta)$, then we have

$$
\left\|(\tau \mu(\alpha) e-\Gamma(\alpha))^{+}\right\| \leq\left(1-2 \alpha_{2}\right) \beta \tau \mu(\alpha),
$$

where

$$
\Gamma(\alpha)=v^{2}+\frac{\tau \mu e+v^{2}}{v^{2}}\left(\frac{\alpha_{1}}{2}\left(\tau \mu e-v^{2}\right)^{-}+\alpha_{2}\left(\tau \mu e-v^{2}\right)^{+}\right) .
$$

Lemma 11. If $\alpha=\left(\alpha_{1}, \alpha_{2}\right), \alpha_{1}=\sqrt{\frac{\beta \tau}{2 n}} \alpha_{2}, \alpha_{2} \leq \frac{1}{\omega^{\frac{3}{2}} n^{\frac{3}{4}}}, \beta \leq \frac{1}{78}, \tau=\frac{51}{100}$ and $(x, y, s) \in$ $\mathcal{N}(\tau, \beta)$, then

$$
(x(\alpha), y(\alpha), s(\alpha)) \in \mathcal{N}(\tau, \beta)
$$

Proof. From (9), Lemma 10 and Corollary 2 we deduce that

$$
\begin{gathered}
\left\|(\tau \mu(\alpha) e-x(\alpha) s(\alpha))^{+}\right\|=\|\left[\tau \mu(\alpha) e-\Gamma(\alpha)-\frac{\alpha_{1} \alpha_{2}}{2}\left(d x_{+} d s_{-}+d s_{+} d x_{-}\right)\right. \\
-\frac{\alpha_{1}^{3}}{2}\left(d s_{-} d x^{c}+d x_{-} d s^{c}\right)-\alpha_{2} \alpha_{1}^{2}\left(d s_{+} d x^{c}+d s^{c} d x_{+}\right) \\
\left.\quad-\alpha_{2}^{2}\left(d x_{+} d s_{+}\right)-\alpha_{1}^{4}\left(d x^{c} d s^{c}\right)\right]^{+} \| \\
\leq\left\|[\tau \mu(\alpha) e-\Gamma(\alpha)]^{+}\right\|+\frac{\alpha_{1} \alpha_{2}}{2}\left(\|\left(d x_{+}\| \| d s_{-}\|+\| d s_{+}\| \| d x_{-} \|\right)\right. \\
+\frac{\alpha_{1}^{3}}{2}\left(\left\|d s_{-}\right\|\left\|d x^{c}\right\|+\left\|d x_{-}\right\|\left\|d s^{c}\right\|\right)+\alpha_{2} \alpha_{1}^{2}\left(\left\|d s_{+}\right\|\left\|d x^{c}\right\|+\left\|d x_{+}\right\|\left\|d s^{c}\right\|\right) \\
+\alpha_{2}^{2}\left(\left\|d x_{+}\right\|\left\|d s_{+}\right\|\right)+\alpha_{1}^{4}\left(\left\|d x^{c}\right\|\left\|d s^{c}\right\|\right) \\
\leq\left(1-2 \alpha_{2}\right) \beta \tau \mu(\alpha)+\sqrt{\frac{\beta \tau}{2 n}} \alpha_{2}^{2} \frac{\beta(2-\beta)}{(1-\beta)^{\frac{3}{2}} \sqrt{\tau} n \omega \mu} \\
+\left(\frac{\beta \tau}{2 n}\right)^{\frac{3}{2}} \frac{\alpha_{2}^{3} \omega^{3} n^{3} \mu}{2 \sqrt{(1-\beta) \tau}}+\left(\frac{\beta \tau}{2 n}\right) \frac{\alpha_{2}^{3} \beta(2-\beta)}{(1-\beta)^{2}} \omega^{2} n^{2} \mu \\
\quad+\frac{\alpha_{2}^{2} \beta^{2}(2-\beta)^{2} \tau \mu}{2(1-\beta)^{3}}+\left(\frac{\beta^{2} \tau^{2}}{4 n^{2}}\right) \frac{\alpha_{2}^{4} \omega^{4} n^{4} \mu}{8(1-\beta) \tau} \\
\leq\left(1-2 \alpha_{2}\right) \beta \tau \mu(\alpha)+\alpha_{2} \beta \tau \mu\left(\frac{(2-\beta) \sqrt{\beta}}{n^{\frac{1}{4}}(1-\beta)^{\frac{3}{2}} \sqrt{2 \omega}}+\frac{\sqrt{\beta}}{4 \sqrt{2(1-\beta)}}\right. \\
\left.\quad+\frac{\beta(2-\beta)}{2 \sqrt{n} \omega(1-\beta)^{2}}+\frac{\beta(2-\beta)^{2}}{2 \omega^{\frac{3}{2}} n^{\frac{3}{4}}(1-\beta)^{3}}+\frac{\beta}{32(1-\beta) \sqrt{\omega} n^{\frac{1}{4}}}\right) \\
\leq\left(1-2 \alpha_{2}\right) \beta \tau \mu(\alpha)+0.091 \alpha_{2} \beta \tau \mu .
\end{gathered}
$$

On the other hand, from lemma $9, \alpha_{1}=\sqrt{\frac{\beta \tau}{2 n}} \alpha_{2}$ and $\alpha_{2} \leq \frac{1}{n^{\frac{3}{4}} \omega^{\frac{3}{2}}}$ it follows that

$$
\mu(\alpha) \geq\left(1-\frac{\alpha_{1}}{2}\right) \mu \geq\left(1-\frac{\sqrt{\beta \tau}}{2 \sqrt{2} n^{\frac{5}{4}} \omega^{\frac{3}{2}}}\right) \mu
$$

Therefore, we can write

$$
\begin{aligned}
\left\|(\tau \mu(\alpha) e-x(\alpha) s(\alpha))^{+}\right\|-\beta \tau & \mu(\alpha) \leq-2 \alpha_{2} \beta \tau \mu(\alpha)+0.091 \alpha_{2} \beta \tau \mu \\
& \leq-2 \alpha_{2} \beta \tau\left(1-\frac{\sqrt{\beta \tau}}{2 \sqrt{2} n^{\frac{5}{4}} \omega^{\frac{3}{2}}}\right) \mu+0.091 \alpha_{2} \beta \tau \mu \\
& =(-2+0.002+0.091) \alpha_{2} \beta \tau \mu \leq 0
\end{aligned}
$$

The proof is completed.
Now, we state our main result concerning upper bound for the number of iterations in which Algorithm 1 stops with an $\varepsilon$-approximate solution.

Theorem 1. Suppose that $\tau=\frac{51}{100}$ and $\beta \leq \frac{1}{78}$ are fixed for all iterations. Then Algorithm 1 will terminate in $\mathcal{O}\left(n^{\frac{5}{4}} \log \varepsilon^{-1}\right)$ iterations with a solution $(x, y, s)$ for which $\mu \leq \varepsilon \mu_{0},\|b-A x\| \leq \varepsilon\left\|b-A x^{0}\right\|$ and $\left\|c-s-A^{T} y\right\| \leq \varepsilon\left\|c-s^{0}-A^{T} y^{0}\right\|$.

Proof. By Lemma 8, at each iteration, we have

$$
\mu_{k} \leq\left(1-\frac{\alpha_{1}}{250}\right) \mu_{k-1}=\left(1-\frac{\alpha_{1}}{250}\right)^{k} \mu_{0} \leq\left(1-\frac{\sqrt{\beta \tau}}{250 \sqrt{2} n^{\frac{5}{4}} \omega^{\frac{3}{2}}}\right)^{k} \mu_{0}
$$

The above inequality implies that $\mu \leq \varepsilon \mu_{0}$ if $k \geq \frac{250 \sqrt{2} \omega^{\frac{3}{2}} n^{\frac{5}{4}}}{\sqrt{\beta \tau}} \log \varepsilon^{-1}$. Thus the proof is completed.

## 5. Conclusions

We have presented a predictor-corrector infeasible interior-point algorithm for LO based on a wide neighborhood of the central path. The predictor search direction induced by the kernel function is decomposed into two orthogonal different directions. The algorithm produces a linear combination of the composed predictor directions along with a second-order corrector step in the desired neighborhood. By using an elegant analysis, we proved that the iteration complexity of the algorithm is $\mathcal{O}\left(n^{\frac{5}{4}} \log \varepsilon^{-1}\right)$.
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