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Abstract: In this paper, we have punctured unit Zq-Simplex code and

constructed a new code called unit Zq-Simplex code of type α. In par-
ticular, we find the parameters of these codes and have proved that

it is an
[
φ(q) + 2, 2, φ(q) + 2 − φ(q)

φ(p)

]
Zq-linear code if k = 2 and[

φ(q)k−1
φ(q)−1

+ φ(q)k−2, k,
φ(q)k−1
φ(q)−1

+ φ(q)k−2 −
(
φ(q)
φ(p)

)(
φ(q)k−1−1
φ(q)−1

+ φ(q)k−3

)]
Zq-linear code if k ≥ 3, where p is the smallest prime divisor of q. For q is a prime
power and rank k = 3, we have given the weight distribution of unit Zq-Simplex Codes

of type α. Also, we have introduced some new code from Zq-Simplex code called zero

divisor Zq-Simplex code and proved that it is an

[
ρk−1
ρ−1

, k, ρ
k−1
ρ−1

−
(
ρ(k−1)−1
ρ−1

)(
q
p

)]
Zq-linear code, where ρ = q − φ(q) and p is the smallest prime divisor of q. Further,

we obtain weight distribution of zero divisor Zq-Simplex code for rank k = 3 and q is
a prime power.

Keywords: Unit Zq-Simplex codes of type α, Unit Zq-MacDonald code, Zero divisor
Zq-Simplex code and Weight distribution

AMS Subject classification: 11T71, 94B05

1. Introduction

Recently, codes over finite rings have gained significant attention. The binary Mac-

Donald codes were introduced in [15] and q-ary version of MacDonald code over the

∗ Corresponding Author



328 Punctured Zq-Simplex codes

finite field Fq was examined in [17]. In 1942, Ronald Fisher[10] detected the binary

Simplex code Sk and it is related to the statistical design. Then it is deduced to Galois

Field(GF(pn))[11]. The weight distribution of the code provides a lot of information

about the code for practical as well as theoretical purposes. A lot of research has been

devoted to the study of weight distribution and weight preserving maps. The most

important result in this area is the Duality Theorem of MacWilliams which presents

a transformation between the weight distribution of a code and it’s dual.

Author Chatouh et al. [3] studied the homogeneous weight and homogeneous Gray

map over the ring F2[u1, u2, . . . , uq]/〈u2i = 0, uiuj = ujui〉 for q > 1. Wang et al. [19]

investigated the Macdonald code over the finite ring Fp + vFp + v2Fp, where v3 = v

and p is an odd prime. Inspired by the work of simplex codes, Macdonald codes and

punctured version of linear codes, which have been analysed [1–9, 12–14, 16, 20]. In

this work, we define the unit Zq-Simplex code of type α and zero divisor Zq-Simplex

code. The parameters and weight distribution of these codes with respect to the

hamming distance are examined.

In [4] and [9], initially authors studied the parameters of Zq-Simplex code for any

q and found the weight distribution of Zq-Simplex code for k = 2 and q is a prime

power or product of primes. Later in [2], the authors punctured the Zq-Simplex code

and analyzed the parameter of such codes for k = 2. Also, they obtained the weight

distribution of punctured Zq-Simplex code when k = 2, for any q.

The above work has motivated us to attain the following results. In Section 3, we

define the unit Zq-MacDonald code and brought its parameters for any q. In Section

4, we have constructed unit Zq-Simplex code of type α and found its parameters

for any q. In Section 5, we determine the weight distribution of unit Zq-Simplex

code of type α when q is a prime power and rank k = 3. In Sections 6 and 7, we

have introduced zero divisor Zq-Simplex code and obtained its parameters for any q.

Further, we found the weight distribution of zero divisor Zq-Simplex code for q is a

prime power and rank k = 3.

2. Preliminaries

Let Zq denote the ring of integers modulo q. A proper subset of Znq is called a code

C of length n over Zq. Let x, y ∈ Znq , then the hamming distance between x and y

is the number of coordinates in which they differ. It is denoted by d(x, y). Clearly,

d(x, y) = wt(x − y), the number of non-zero coordinates in x − y. The minimum

distance d of the code C is defined by

d = min{d(x, y) | x, y ∈ C, x 6= y}.

A code C of length n, cardinality M with minimum distance d is denoted by (n,M, d)

code. We know that, Zq is a ring under addition modulo q and multiplication modulo

q. Then Znq is a free module over Zq. C is said to be a Zq-linear code if C is a

submodule of Znq . A matrix whose rows are basis elements of the Zq-linear code C
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is called a generator matrix of C. Every k rank Zq-linear code with length n and

minimum distance d is called [n, k, d] Zq-linear code.

Let C be a Zq-linear code. If x, y ∈ C, then x − y ∈ C. Therefore, the minimum

distance d of C is

min{d(x, y) | x, y ∈ C, x 6= y} = min{wt(c) | c ∈ C, c 6= 0}.

That is, if C is a Zq-linear code, then the minimum distance of C is the same as the

minimum weight of C.

Throughout this paper, we consider o(x) denotes the additive order of x where x ∈ Zq
and N(v) denote the number of zero coordinates in the vector v. It is important to

mention here the following three theorems which are given in [2].

Theorem 1. [2] Let o(x) = d where x ∈ Zq. Then every element of order d in Zq
appears φ(q)

φ(d)
times in xU(q) where U(q) set of all units of Zq.

Theorem 2. [2] Let d be the smallest divisor of q and d 6= 1 and let

G1 =

[
1 0 α1 α2 · · · αφ(q)

0 1 1 1 · · · 1

]

where {α1, α2, · · · , αφ(q)} is the set of all unit elements in Zq. Then G1 generates a

[φ(q) + 2, 2, 2 + φ(q)− φ(q)
φ(d)

] Zq-linear code.

Theorem 3. [2] Let q ≥ 2 and let

G2 =

[
1 0 z1 z2 · · · zs

0 1 1 1 · · · 1

]

where {z1, z2, · · · , zs} is the set of all zero divisors of Zq. Then the matrix G2 generates a
[q − φ(q) + 1, 2, q − φ(q) + 1− q

p
] Zq-linear code where p is the smallest prime divisor of q.

3. Unit Zq-Macdonald code

In this section, we have introduced some new type of Macdonald code called unit

Zq-Macdonald codes and given its parameters from unit Zq-Simplex codes.

Let G2 be a matrix over Zq whose columns are one non-zero element from each 1-

dimensional submodule of Z2
q. Then the matrix above is equivalent to the matrix

G2 =

[
0 1 1 2 · · · q − 1

1 0 1 1 · · · 1

]
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By inductively,

Gk =


00 · · · 0 1 11 · · · 1 22 · · · 2 · · · q − 1q − 1 · · · q − 1

0

Gk−1
... Gk−1 Gk−1 · · · Gk−1

0


for k > 2.

By [9], the matrix Gk generates

[
qk−1
q−1 , k,

q
p (p− 1)

(
qk−1−1
q−1

)
+ 1

]
Zq-linear code of

rank k. The code generated by the matrix Gk is called Zq-Simplex code.

In [16], authors have defined MacDonald code over Zq by deleting the matrix[
0

Gu

]

where 2 ≤ u ≤ k − 1 and 0 is (k − u)× qu−1
q−1 zero matrix, from the generator matrix

Gk of Zq-Simplex code, that is

Gk,u =

Gk \( 0

Gu

)
for 2 ≤ u ≤ k − 1 and

(
A \B

)
is a matrix obtained from the matrix A by removing

the matrix B. By [16], the code generated by the matrix Gk,k−1 is called[
qk−1, k, 1 +

(
q − q

p − 1
)(

qk−1−1
q−1

)
+ qk−2

q−1

]
Zq-MacDonald code, where p is the

smallest prime divisor of q. It is denoted by Mk,k−1.

In the matrix G2, we remove the columns corresponding to the zero divisors and

denoted as G2(q, u), that is,

G2(q, u) =

[
1 0 α1 α2 · · · αφ(q)
0 1 1 1 · · · 1

]

where α1, α2, · · · , αφ(q) are units in Zq and φ(q) is Euler φ-function. Then by

Theorem 2, the matrix G2(q, u) generates

[
ρ+ 1, 2, ρ+ 1−

(
ρ−1
p−1

)]
Zq-linear code

where ρ = φ(q) + 1.

Similarly, we remove the blocks corresponds to the zero divisors from the generator

matrix Gk and denoted as Gk(q, u), that is,

Gk(q, u) =


1 00 · · · 0 α1α1 · · ·α1 α2α2 · · ·α2 · · · αφ(q)αφ(q) · · ·αφ(q)
0
... Gk−1(q, u) Gk−1(q, u) Gk−1(q, u) · · · Gk−1(q, u)

0


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for k > 2.

By [18], this matrix Gk(q, u) generates

[
ρk−1
ρ−1 , k, ρ

k−2
(
ρ+ 1−

(
ρ−1
p−1

))]
Zq-linear

code where ρ = φ(q) + 1 and p is a smallest prime divisor of q ≥ 2, and the code

generated by the matrix Gk(q, u) is called unit Zq-Simplex code.

Consider the generator matrix Gk(q, u) of the unit Zq-Simplex code of dimension

k ≥ 3. By deleting the matrix [
0

Gw(q, u)

]

where 2 ≤ w ≤ k − 1 and 0 is (k − w) × ρw−1
ρ−1 zero matrix from Gk(q, u), we have

obtained

G′k,w(q, u) =

Gk(q, u) \

(
0

Gw(q, u)

)
for 2 ≤ w ≤ k−1.A code generated by the matrixG′k,w(q) is called unit Zq-MacDonald

code. It is denoted by M ′k,w(q, u).

Theorem 4. Let M ′k,w(q, u) be linear code generated by the matrix G′k,w(q).Then the pa-

rameters of the code is,

[
ρk−ρw
ρ−1

, k, (ρk−2 − ρw−2)

(
ρ+ 1−

(
ρ−1
p−1

))]
Zq-linear code where

ρ = φ(q) + 1 and p is a smallest prime divisor of q ≥ 2.

Proof. The proof is similar to the proof of Theorem 3.5 in [18].

4. Unit Zq-Simplex code of type α

In this section, we have punctured the unit Zq-Simplex code and introduced some

new type of code called an unit Zq-Simplex code of type α and found its parameters.

Here, we removed the matrix [
0

G2(q, u)

]
from the matrix G3(q, u) denoted as G′3(q, u).

By inductively, we define

G′k(q, u) =


1 α1α1 · · ·α1 α2α2 · · ·α2 · · · αφ(q)αφ(q) · · ·αφ(q)
0
... G′k−1(q, u) G′k−1(q, u) · · · G′k−1(q, u)

0

 (1)

for k > 2.
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Clearly, the matrix G′k(q, u) generates [nk = φ(q)k−1
φ(q)−1 + φ(q)k−2, k, d] Zq-linear code.

The code generated by the matrix G′k(q, u) is called unit Zq-Simplex code of type α.

It is denoted by S′k(q, u).

This matrix G′k(q, u) generates the code, S′k(q, u) = {β(1 α1α1α1 α2α2α2 · · ·αφ(q)αφ(q)αφ(q))+(0 c c · · · c)
| β ∈ Zq, c ∈ S′k−1(q, u) and αiαiαi = αiαi · · ·αi ∈ Znk−1

q }.

Lemma 1. [18] Let β ∈ Zq\{0}. If o(β) = l and α1, α2, . . . , αφ(q) are units in Zq, then
β(α1, α2, . . . , αφ(q)) = permutation of (β1, β2, . . . , βφ(l), β1, β2, . . . , βφ(l),

. . . , β1, β2, . . . , βφ(l)) and the repetition of the vector
(
β1, β2, . . . , βφ(l)

)
is φ(q)

φ(l)
where

{β1, β2, . . . , βφ(l)} is the set of all elements of order l.

Note that, if o(β) = l is minimum in the above lemma, then the repetition of the

vector (β1, β2, . . . , βφ(l)) will be maximum.

Lemma 2. Let C be an [n, k, d] Zq-linear code generated by the matrix G′k(q, u) and
c1 ∈ C, β ∈ Zq such that o(β) = l. Define c1 = β(1α1α1α1 α2α2α2 · · ·αφ(q)αφ(q)αφ(q)) + (0 c1 c1 · · · c1). Then

wt(c1) = nφ(q) + 1− φ(q)
φ(l)

Nl(c1) where Nl(c1) denotes the number of l order elements in the
codeword c1.

Proof. Clearly, the length of the codeword c1 is nφ(q) + 1. It is given that o(β) = l.

By Lemma 1,

β(α1α2 . . . αφ(q)) = permutation of
(
β1β2 . . . βφ(l) β1β2 . . . βφ(l) . . . β1β2 . . . βφ(l)

)
.

Consider

wt(c1) = nφ(q) + 1−
{
N(α1α1α1 + c1) +N(α2α2α2 + c1) + . . .+N(αφ(q)αφ(q)αφ(q) + c1)

}
= nφ(q) + 1−

(
φ(q)

φ(l)
{N(β1β1β1 + c1) +N(β2β2β2 + c1) + . . .+N(βφ(l)βφ(l)βφ(l) + c1)}

)
wt(c1) = nφ(q) + 1− φ(q)

φ(l)
Nl(c1)

That is, the weight of the codeword c1 is nφ(q) + 1− φ(q)
φ(l)Nl(c1).

Let Bp = {x ∈ Zq | o(x) = p} where p is the smallest prime divisor of q. Define

C ′2(q, u) = {α(1 0 α1 α2 · · ·αφ(q)) + β(0 1 1 · · · 1) | α, β ∈ Bp}. Also, by inductively

we define C ′k(q, u) = {β(1α1α1α1 α2α2α2 · · ·αφ(q)αφ(q)αφ(q)) + (0 c c · · · c) | β ∈ Bp, c ∈ C ′k−1(q, u), αiαiαi =

(αiαi · · ·αi) ∈ Znk−1
q }.

Lemma 3. Let c ∈ C′k(q, u) then, wt(c) ≤ φ(q)k−1
φ(q)−1

+ φ(q)k−2 and max {wt(c) | c ∈

C′k(q, u)} =
φ(q)k−1
φ(q)−1

+ φ(q)k−2.
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Proof. By induction on k, we can prove this lemma.

Let S′k−1(q, u) be an [n, k − 1, d] code and S′k(q, u) = {β(1α1α1α1 α2α2α2 · · ·αφ(q)αφ(q)αφ(q)) +

(0 c c · · · c) | β ∈ Zq, c ∈ S′k−1(q, u) and αiαiαi = (αiαi · · ·αi) ∈ Znq }. Then the mini-

mum distance of S′k(q, u) is

d(S′k(q, u)) = min{wt(β(1α1α1α1 α2α2α2 · · ·αφ(q)αφ(q)αφ(q)) + (0 c c · · · c) ) |
c ∈ S′k−1(q, u), β ∈ Zq and αiαiαi ∈ Znq }.

If β = 0, then min{wt(0 c c · · · c) | c ∈ C, c 6= 0} = dφ(q). If c = 0, then

min{wt(β(1α1α1α1 α2α2α2 · · ·αφ(q)αφ(q)αφ(q))) | β ∈ Zq, β 6= 0} = nφ(q) + 1.

By Lemma 3, let c′ ∈ S′k−1(q, u) such that wt(c′) = max{wt(c) | c ∈ C ′k−1(q, u)}.
Then N(c′) = n − wt(c′) and wt(c′) = Np(c

′). If c 6= 0, β 6= 0 and o(β) = l, then by

Lemma 2,

wt

(
β
(

1α1α1α1 α2α2α2 · · ·αφ(q)αφ(q)αφ(q)

)
+ (0 c c · · · c)

)
= nφ(q) + 1− φ(q)

φ(l)
Nl(c)

≥ nφ(q) + 1− φ(q)

φ(p)
Np(c

′)

≥ nφ(q) + 1− φ(q)

φ(p)
wt(c′)

Therefore, wt

(
β
(

1α1α1α1 α2α2α2 · · ·αφ(q)αφ(q)αφ(q)

)
+ (0 c c · · · c)

)
≥ nφ(q) + 1 − φ(q)

φ(p)wt(c
′) where p

is the smallest prime divisor of q. Thus, we have

Theorem 5. Let S′k(q, u) be a Zq-linear code generated by the matrix G′k(q, u).Then

the minimum distance of S′k(q, u) is min{dφ(q), nφ(q) + 1, nφ(q) + 1 − φ(q)
φ(p)

wt(c′)} where

wt(c′) = max{wt(c) | c ∈ C′k−1(q, u)} and p is the smallest prime divisor of q.

Theorem 6. Let S′k(q, u) be linear code generated by the matrix G′k(q, u).Then the
parameters of the code is,


(
φ(q) + 2, 2, φ(q) + 2 − φ(q)

φ(p)

)
if k = 2(

φ(q)k−1
φ(q)−1

+ φ(q)k−2, k,
φ(q)k−1
φ(q)−1

+ φ(q)k−2 −
(
φ(q)
φ(p)

)(
φ(q)k−1−1
φ(q)−1

+ φ(q)k−3

))
if k ≥ 3

where p is the smallest prime divisor of q.

Proof. We prove this by induction on k. For k = 2,

S′2(q, u) = {β(10α1α2 · · ·αφ(q)) + γ(0111 · · · 1) | β, γ ∈ Zq}
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is a code of length φ(q) + 2. Let x = (10α1α2 · · ·αφ(q)) and y = (0111 · · · 1). Then the

minimum distance of S′2(q, u) is

d(S′2(q, u)) = min{wt(βx), wt(γy), wt(βx+ γy) | β, γ ∈ Zq\{0}}.

Clearly, min{wt(βx) | β 6= 0} = φ(q) + 1 and min{wt(γy) | γ 6= 0} = φ(q) + 1.

Consider

min{wt(βx+ γy) | β, γ ∈ Zq\{0}} = min
{
wt(βx+ γy) | β, γ ∈ Bp

}
= φ(q) + 2− φ(q)

φ(p)

min{wt(βx+ γy) | β, γ ∈ Zq\{0}} = φ(q) + 2− φ(q)

φ(p)
.

Therefore, d(S′2(q, u)) = min
{
φ(q), φ(q) + 2− φ(q)

φ(p)

}
= φ(q) + 2− φ(q)

φ(p) .

Assume that the theorem is true for all i < k. That is, the parameter of the code

S′i(q, u) is(
φ(q)i−1
φ(q)−1 +φ(q)i−2, i, φ(q)i−1

φ(q)−1 +φ(q)i−2−
(
φ(q)
φ(p)

)(
φ(q)i−1−1
φ(q)−1 + φ(q)i−3

))
Zq-linear

code.

Now, we are going to prove the theorem for k. By Theorem 5,

d(S′k(q, u)) = min

{
dφ(q), nφ(q) + 1, nφ(q) + 1− φ(q)

φ(p)
wt(c′)

}

where n = φ(q)k−2
φ(q)−1 + φ(q)k−3 and

d = φ(q)k−1−1
φ(q)−1 + φ(q)k−3 −

(
φ(q)
φ(p)

)(
φ(q)k−2−1
φ(q)−1 + φ(q)k−4

)
are length and minimum

distance of the code Mk−1(q, u), respectively.

By Lemma 3, wt(c′) = φ(q)k−1
φ(q)−1 + φ(q)k−2. Therefore, by induction hypothesis,

d(S′k(q, u)) = min

φ(q)

φ(q)k−1 − 1

φ(q) − 1
+ φ(q)k−3 −

(
φ(q)

φ(p)

)(
φ(q)k−2 − 1

φ(q) − 1
+ φ(q)k−4

) ,

φ(q)k − 1

φ(q) − 1
+ φ(q)k−2 −

(
φ(q)

φ(p)

)(
φ(q)k−1 − 1

φ(q) − 1
+ φ(q)k−3

)
and hence, d(S′k(q, u)) = φ(q)k−1

φ(q)−1 + φ(q)k−2 −
(
φ(q)
φ(p)

)(
φ(q)k−1−1
φ(q)−1 + φ(q)k−3

)
.

The following example illustrates Theorem 6.
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Table 1. Parameters of Zq-Simplex Codes of type α.

Generator matrix G′k(25, u) and its parameters

G′2(25, u) [22, 2, 17]

G′3(25, u) [441, 3, 336]

G′4(25, u) [8821, 4, 6800]

G′5(25, u) [176421, 5, 132316]

G′6(25, u) [3528421, 6, 2646316]

G′7(25, u) [67351614, 7, 50521514]

Example 1. Let q = 25. Then {1, 2, 4, 6, 7, 8, 9, 11, 12, 13, 14, 16, 17, 18,
19, 21, 22, 23, 24} are units in Z25 and the generator matrix of S′2(q, u) is,

G′2(q, u) =

[
1 0 1 2 3 4 6 7 8 9 11 12 13 14 16 17 18 19 21 22 23 24

0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

]

The Matrix

G′k(q, u) =


1 α1α1 · · ·α1 α2α2 · · ·α2 · · · αφ(q)αφ(q) · · ·αφ(q)
0
... G′k−1,u G′k−1,u · · · G′k−1,u

0


for k > 2.
By Theorem 6, the parameters of the code generated by the matrix G′2(25, u), G

′
3(25, u),

G′4(25, u), G
′
5(25, u), G

′
6(25, u) and G

′
7(25, u), are listed in Table 1.

5. Weight distribution of unit Zq-Simplex code of type α of
dimension 3 for q = pm where p is a prime integer and m ≥ 2

In this section, we obtain the weight distribution of unit Zq-Simplex code of type α

generated by matrix G′3(q, u) for q = pm where p is a prime integer and m ≥ 2.

Let Bpi = {x ∈ Zq | o(x) = pi} for 0 ≤ i ≤ m. Then {Bpi | 0 ≤ i ≤ m} forms a

partition for Zq. Clearly, Bp ∪ {0} is a group with respect to addition and Bpi is

closed under additive inverse ∀ i.

Throughout this paper, the pair
(
b, Bpi

)
denotes a word c with elements of Bpi appear

b number of places. We define the set

D = {β(α1, α2, · · · , αφ(q)) + (a, a, a, . . . , a) | a, β ∈ Zq\{0}}.
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Then, we have the following obvious results

Lemma 4. [18] For each i ∈ {2, 3, . . . ,m} and j ∈ {1, 2, . . . , i − 1}, let β ∈ Bpi and
a ∈ Bpj , then D has the words of the form

(
φ(q), Bpi

)
.

Lemma 5. [18] For each i ∈ {1, 2, 3, . . . ,m−1} and j ∈ {i+1, i+2, . . . ,m}, let β ∈ Bpi ,
then D has the words of the form

(
φ(q), Bpj

)
.

Lemma 6. [18] For each i ∈ {1, 2, 3, . . . ,m}, let β and a ∈ Bpi , then D has the

words of the form
(
φ(q)

φ(pi)
(pi − 2pi−1), Bpi

)
,
(
φ(q)

φ(pi)
, B1

)
and

(
φ(q)

φ(pi)
(pj − pj−1), Bpj

)
for

1 ≤ j ≤ i− 1.

Now, we are going to discuss the coordinates of the code S′2(q, u). If k = 2, then the

matrix G′2(q, u) generates the code

S′2(q, u) = {β1(1 0 α1 α2 · · ·αφ(q)) + β2(0 1 1 1 · · · 1) | β1, β2 ∈ Zq}.

Case i. Clearly, if β1, β2 ∈ B1, then S′2(q, u) has the codeword of the form(
φ(q) + 2, B1

)
, that is, wt(c) = 0.

Case ii. It is easy to see that, if β1 ∈ B1 and β2 ∈ Bpi or β1 ∈ Bpi and β2 ∈ B1 for

1 < i ≤ m, then S′2(q, u) has the codewords of the form
(
φ(q)
φ(pi)

(
pi − pi−1

)
, Bpi

)
.

That is, wt(c) = φ(q) + 1.

Case iii. Choose the scalars β1 and β2 ∈ Bpi for 1 < i ≤ m. Then by Lemma 6,

S′2(q, u) has the codewords of the form
(
φ(q)
φ(pi) (p

i − 2pi−1) + 2, Bpi
)
,
(
φ(q)
φ(pi) , B1

)
and

(
φ(q)
φ(pi) (p

j − pj−1), Bpj
)

for 1 ≤ j ≤ i− 1. That is, wt(c) = φ(q) + 2− φ(q)
φ(pi) .

Case iv. Choose the scalars β1 ∈ Bpi and β2 ∈ Bpj for i 6= j, 1 < i, j ≤ m. If i > j,

then by Lemma 4, S′2(q, u) has the codewords of the form
(
φ(q)
φ(pi) (p

i − pi−1) + 1, Bpi
)

and
(
1, Bpj

)
. If i < j, then by Lemma 5, M2(q, u) has the codewords of the form(

φ(q)
φ(pi) (p

i − pi−1) + 1, Bpj
)

and
(
1, Bpi

)
. That is, wt(c) = φ(q) + 2.

By the above discussion, the number of distinct weight codewords in S′2(q, u) is m+2.

In the same way, we are going to discuss the coordinates of the code S′3(q, u). If k = 3,

then the matrix G′3(q, u) generates the code

M3(q, u) = {β3
(

1 α1α1α1 α2α2α2 · · ·αφ(q)αφ(q)αφ(q)

)
+ 0 c c · · · c | β3 ∈ Zq, c ∈ S′2(q, u),

and αiαiαi = αiαi · · ·αi,∈ Zφ(q)+2
q }.
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Case i. If we fix the scalar β3 in B1 then this case is similar to the previous case

k = 2, that is, if c2 ∈ S′2(q, u) has the weight w, then c3 ∈ S′3(q, u) has the weight

φ(q)w.

Case ii. If we fix two scalars βl in B1 for l = 1, 2 and β3 in Bpi for 1 < i ≤ m. Then

wt(c) = φ(q)3−1
φ(q)−1 + φ(q).

Case iii. If we fix one of the scalar βl in B1 for l = 1, 2 and others in

Bpi for 1 < i ≤ m. Then by Lemma 6, S′3(q, u) has the codewords of the

form
(
φ(q)2

φ(pi) (pi − 2pi−1) + 2, Bpi
)
,
(
φ(q)2

φ(pi) , B1

)
and

(
φ(q)2

φ(pi) (pj − pj−1), Bpj
)

for

1 ≤ j ≤ i− 1. That is, wt(c) = φ(q)3−1
φ(q)−1 + φ(q)− φ(q)2

φ(pi) .

Case iv. Choose all the scalars βl in Bpi for 1 ≤ l ≤ 3, 1 ≤ i ≤ m. Then by Lemma

4 and Lemma 6, the codewords in S′3(q, u) has of the form((
φ(q)
φ(pi)

)2 ((
pi − 2pi−1

)2
+
∑i−1
l=1

(
pl − pl−1

)
+ 1
)

+ 2 φ(q)
φ(pi)

(
pi − 2pi−1

)
+ 3, Bpi

)
,(

2 φ(q)
φ(pi) +

(
φ(q)
φ(pi)

)2
(pi − 2pi−1), B1

)
and(

2 φ(q)
φ(pi) (p

j − pj−1) +
(
φ(q)
φ(pi)

)2
(pi − 2pi−1)(pj − pj−1), Bpj

)
for 1 ≤ j ≤ i− 1.

That is, wt(c) = φ(q)3−1
φ(q)−1 + φ(q)− 2 φ(q)

φ(pi) −
(
φ(q)
φ(pi)

)2
(pi − 2pi−1).

Case v. Choose the scalar β3 in Bpj and other scalars β1, β2 from Bpi for

i > j, 1 < i, j ≤ m. Then by Lemma 5 and Lemma 6, the codewords in S′3(q, u) has

of the form(
φ(q)
φ(pj)

(
φ(q)
φ(pi) (p

i − 2pi−1) + 2
)
, Bpi

)
,

(
φ(q)
φ(pj)

φ(q)
φ(pi) (p

j − pj−1), B1

)
,(

φ(q)
φ(pj)

φ(q)
φ(pi) (p

e − pe−1), Bpe

)
for j + 1 ≤ e ≤ i− 1 and(

φ(q)
φ(pj)

φ(q)
φ(pi) (p

j − 2pj−1) + φ(q)
φ(pj)

φ(q)
φ(pi)

(∑j−1
l=1

(
pl − pl−1

))
+ 1, Bpj

)
(

φ(q)
φ(pj)

φ(q)
φ(pi) (p

e − pe−1), Bpe

)
for 1 ≤ e ≤ j − 1.

That is, wt(c) = φ(q)3−1
φ(q)−1 + φ(q)− φ(q)

φ(pj)
φ(q)
φ(pi) (p

j − pj−1).

Case vi. Choose the scalars β1, β2 in Bpj and β3 from Bpi for 1 ≤ l ≤ 3, 1 < i <

j ≤ m. Then the codewords in S′3(q, u) has of the form

(
φ(q)3−1
φ(q)−1 + φ(q), Bpi

)
. That

is, wt(c) = φ(q)3−1
φ(q)−1 + φ(q).

Case vii. Choose the scalar β1 in Bpi , β2 in Bpj and βl in Bpr for 1 ≤ i, j, r ≤
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m and i 6= j 6= r. Then wt(c) = φ(q)3−1
φ(q)−1 + φ(q).

From the above, we conclude that, the number of distinct weight codewords in S′3(q, u)

is 
8 for m = 2 and p = 2

10 for m = 2 and p ≥ 3

11 for m = 3 and p = 2

4m+ 3 for m ≥ 3, q ≥ 3 and m ≥ 4, p = 2.

Thus, we have

Theorem 7. Let q = pm where p is a prime integer and m ≥ 2. Then the weight
distribution of unit Zq-Simplex Codes of type α generated by the matrix G′3(q, u) is

A0 = 1,

Aφ(q)2+φ(q) = 2(q − 1) + 3φ(q)2,

Aφ(q)3−1
φ(q)−1

+φ(q)
= (q − 1) + 2φ(pi)φ(pj) + φ(pi)φ(pj)2, for i 6= j

and 1 ≤ i, j ≤ m,
A
φ(q)

(
φ(q)+2− φ(q)

φ(pi)

) = φ(pi)2 for 1 ≤ i ≤ m− 1,

Aφ(q)3−1
φ(q)−1

+φ(q)−φ(q)
2

φ(pi)

= 2
(
φ(pi)2

)
1 ≤ i ≤ m,

Aφ(q)3−1
φ(q)−1

+φ(q)−1
= φ(pi)φ(pj) for i 6= j and 1 ≤ i, j ≤ m,

A
ρ3−1
ρ−1

−2
φ(q)

φ(pi)
−
(
φ(q)

φ(pi)

)2
(pi−2pi−1)

= (φ(pi)3) for 1 ≤ i ≤ m,

A ρ3−1
ρ−1

− φ(q)

φ(pj)

φ(q)

φ(pi)
(pj−pj−1)

= φ(pi)2φ(pj) for i > j and 1 ≤ i, j ≤ m,

Aφ(q)3−1
φ(q)−1

+φ(q)
= φ(pi)φ(pj)φ(pr) for i 6= j 6= r and 1 ≤ i, j, r ≤ m.

Here, we support Theorem 7 by the following example.

Example 2. Let

G′2(4, u) =

[
1 0 1 3

0 1 1 1

]

G′2(9, u) =

[
1 0 1 2 4 5 7 8

0 1 1 1 1 1 1 1

]

G′2(25, u) =

[
1 0 1 2 3 4 6 7 8 9 11 12 13 14 16 17 18 19 21 22 23 24

0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

]
where {1, 3}, {1, 2, 4, 5, 7, 8} and {1, 2, 3, 4, 6, 7, 8, 9, 11, 12, 13, 14, 16,
17, 18, 19, 21, 22, 23, 24} are units of Z4, Z9 and Z25, respectively. By Theorem 7, using
matlab, the weight distribution of the code generated by the matrices G′3(4, u), G

′
3(9, u) and

G′3(25, u) are listed in Table 2.



J. Prabu, J. Mahalakshmi, S. Santhakumar 339

Table 2. Weight distribution of unit Zq-Simplex code of type α of dimension 3.

weight distribution of G′3(q, u)

G′3(4, u) A0 = 1, A3 = 2, A4 = 1, A5 = 1, A6 = 26,

A7 = 16, A8 = 4 and A9 = 13

G′3(9, u) A0 = 1, A28 = 8, A30 = 4, A34 = 8, A42 = 268,

A43 = 72, A44 = 216, A46 = 48,

A48 = 24 and A49 = 80

G′3(25, u) A0 = 1, A336 = 32, A340 = 16, A356 = 64, A420 = 4448,

A421 = 1600, A424 = 8000, A436 = 640

A440 = 160 and A441 = 664

6. Zero divisor Zq-Simplex code

In this section, we have introduced some new type of Zq-Simplex code called a zero

divisor Zq-Simplex code and find its parameters.

Let

G2(q, z) =

[
1 0 z1 z2 · · · zs
0 1 1 1 · · · 1

]
(2)

where z1, z2, · · · , zs are zerodivisors in Zq and s = q−φ(q)−1 where φ(q) is a Euler φ-

function. Then by Theorem 3, the matrix G2(q, z) generates

[
ρ+ 1, 2, ρ+ 1−

(
q
p

)]
Zq-linear code where ρ = q − φ(q).

Now, we define inductively

Gk(q, z) =


1 00 · · · 0 z1z1 · · · z1 z2z2 · · · z2 · · · zszs · · · zs
0
... Gk−1(q, z) Gk−1(q, z) Gk−1(q, z) · · · Gk−1(q, z)

0

 (3)

for k > 2.

Clearly, this matrix Gk(q, z) generates
[
ρk−1
ρ−1 , k, d

]
Zq-linear code where ρ = q−φ(q).

Then the code generated by the matrix Gk(q, z) is called zero divisor Zq-Simplex code.

It is denoted by Sk(q, z). This matrix Gk(q, z) generates the code

Sk(q, z) = {β (1 0 z1z1z1 z2z2z2 . . . zszszs) + (0 c c . . . c) | β ∈ Zq, c ∈ Sk−1(q, z),

zizizi = zizi . . . zi,000 = 00 . . . 0 ∈ Znk−1
q }.

Lemma 7. Let β ∈ Zq\{0}. If o(β) = l and z1, z2, . . . , zs are zerodivisors in Zq then

β(0, z1, z2, . . . , zs) has elements of order l with repetitions q
l
− φ(q)

φ(l)
and elements of order d

with repetitions q
d

for 1 ≤ d < l and d divides l.
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Lemma 8. Let C be an [n, k, d] Zq-linear code generated by the matrix Gk(q, z) and
c1 ∈ C, β ∈ Zq such that o(β) = l. Define c1 = β(1 000 z1z1z1 z2z2z2 · · ·zszszs) + (0 c1 c1 c1 · · · c1) then

wt(c1) = ρn+1−
(
N(c1) +

(
q
l
− φ(q)

φ(l)

)
Nl(c1) +

∑
d|l
(
q
d

)
Nd(c1)

)
where Nl(c1) and Nd(c1)

denotes the number elements of order l and number elements of order d in the codeword c1,
respectively.

Proof. Clearly, the length of the codeword c1 is ρn+ 1. It is given that o(β) = l.

By Lemma 7, β(z1, z2, . . . , zs) has l order elements with repetitions q
l −

φ(q)
φ(l) and d

order elements with repetitions q
d for 1 ≤ d < l and d divides l.

wt(c1) = ρn+ 1−
{
N(000 + c1) +N(z1z1z1 + c1) +N(z2z2z2 + c1) + . . .+N(zszszs + c1)

}
= ρn+ 1−

(
N(c1) +

(
q

l
− φ(q)

φ(l)

)
Nl(c1) +

∑
d|l

q

d

(
N(y1y1y1 + c1) +N(y2y2y2 + c1) + . . .+N(y( qd )y( qd )y( qd ) + c1)

))

wt(c1) = ρn+ 1−

N(c1) +

(
q

l
− φ(q)

φ(l)

)
Nl(c1) +

∑
d|l

(
q

d

)
Nd(c1)


That is, the weight of the codeword c1 is

ρn+ 1−
(
N(c1) +

(
q

l
− φ(q)

φ(l)

)
Nl(c1) +

∑
d|l

(
q

d

)
Nd(c1)

)
.

Let Bp = {x ∈ Zq | o(x) = p} where p is the smallest prime divisor of q. Let Sk−1(q, z)

be an [n, k − 1, d] code and Sk(q, z) = {β(1 000 z1z1z1 z2z2z2 · · ·zφ(q)zφ(q)zφ(q)) + (0 c c c · · · c) | β ∈
Zq, c ∈ Sk−1(q, z), zizizi = (zizi · · · zi),000 = (00 · · · 0) ∈ Znq }. Then the minimum distance

of Sk(q, z) is

d(Sk(q, z)) = min{wt(β(1 000 z1z1z1 z2z2z2 . . . zszszs) + (0 c c c . . . c) ) |
c ∈ Sk−1(q, z), β ∈ Zq, zizizi ∈ Znq }.

If β = 0, then min{wt(0 c c c · · · c) | c ∈ C, c 6= 0} = ρd. If c = 0, then

min{wt(β(1 000 z1z1z1 z2z2z2 · · ·zszszs)) | β ∈ Zq, β 6= 0} = {wt(β(1 000 z1z1z1 z2z2z2 · · ·zszszs)) | β ∈ Bp} =

nρ+ 1− n
(
q
p

)
.
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Assume c′ ∈ Sk−1(q, z) such that wt(c′) = d. If c 6= 0, β 6= 0 and o(β) = l, then by
Lemma 8,

wt
(
β (1 000 z1z1z1 z2z2z2 . . . zszszs) + (0 c c c . . . c)

)
= ρn+ 1 −

(
N(c) +

(
q

l
−
φ(q)

φ(l)

)
Nl(c) +

∑
d|l

(
q

d

)
Nd(c)

)
≥ ρn+ 1 −

(
N(c′) +

q

p
Np(c′)

)
≥ ρn+ 1 −

(
n− wt(c′) +

q

p
wt(c′)

)
.

Therefore, wt
(
β (1 000 z1z1z1 z2z2z2 . . . zszszs) + (0 c c c . . . c)

)
≥ ρn + 1 −

(
n− wt(c′) + q

pwt(c
′)
)

where p is the smallest prime divisor of q. Thus, we have

Theorem 8. Let Sk(q, z) be a Zq-linear code generated by the matrix Gk(q, z). Then the

minimum distance of Sk(q, z) is min{ρd, nρ+1−n
(
q
p

)
, ρn+1−

(
n− wt(c′) + q

p
wt(c′)

)
}

where wt(c′) = min{wt(c) | c ∈ Sk−1(q, z)}, ρ = q− φ(q) and p is the smallest prime divisor
of q.

Theorem 9. Let Sk(q, z) be a Zq-linear code generated by the matrix Gk(q, z). Then the

parameters of the code is

(
ρk−1
ρ−1

, k, ρ
k−1
ρ−1

−
(
ρ(k−1)−1
ρ−1

)(
q
p

))
where ρ = q − φ(q) and p is

the smallest prime divisor of q.

Proof. We prove this by induction on k. For k = 2,

S2(q, z) = {β(10z1z2 . . . zs) + γ(0111 . . . 1) | β, γ ∈ Zq}

is a code of length ρ + 1. Let x = (10z1z2 . . . zφ(q)) and y = (0111 . . . 1). Then the

minimum distance of S2(q, z) is

d(S2(q, u)) = min{wt(βx), wt(γy), wt(βx+ γy) | β, γ ∈ Zq\{0}}.

Clearly, min{wt(βx) | β 6= 0} = ρ and min{wt(γy) | γ 6= 0} = ρ+ 1− q
p .

Case i. If β 6= 0 and γ 6= 0 then assume that Bp = {x ∈ Zq | o(x) = p} where p is

the smallest prime divisor of q and p2|q. Consider

min{wt(βx+ γy) | β, γ ∈ Zq\{0}} = min
{
wt(βx+ γy) | β ∈ Bp21 and γ ∈ Bp1

}
= ρ+ 1−

(
q

p21

)

min{wt(βx+ γy) | β, γ ∈ Zq\{0}} = ρ+ 1−

(
q

p21

)
.
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Case ii. If p2 | q. Then

min{wt(βx+ γy) | β, γ ∈ Zq\{0}} = min
{
wt(βx+ γy) | β ∈ Bp and γ ∈ Bp

}
= ρ+ 1−

(
q

p
− φ(q)

φ(p)

)
min{wt(βx+ γy) | β, γ ∈ Zq\{0}} = ρ+ 1− q

p
+
φ(q)

φ(p)
.

Therefore,

d(S2(q, z)) = min

ρ, ρ+ 1−
(
q

p

)
, ρ+ 1−

(
q

p21

)
, ρ+ 1− q

p
+
φ(q)

φ(p)


= ρ+ 1−

(
q

p

)
,

where p is the smallest prime divisor of q.

Assume that the theorem is true for all i less than k. That is, the parameter of the

code Si(q, z) is

[
ρi−1
ρ−1 , i,

ρi−1
ρ−1 −

(
ρ(i−1)−1
ρ−1

)(
q
p

)]
Zq-linear code.

Now, we are going to prove the theorem for k. By Theorem 8,

d(Sk(q, z)) = min

{
ρd, nρ+ 1− n

(
q

p

)
, ρn+ 1−

(
n− wt(c′) +

q

p
wt(c′)

)}

where n = ρk−1−1
ρ−1 and wt(c′) = d = ρ(k−1)−1

ρ−1 −
(
ρ(k−2)−1
ρ−1

)(
q
p

)
are length and mini-

mum distance of the code Sk−1(q, z), respectively. Therefore, by induction hypothesis,

d(Sk(q, u)) = min

{
ρk−1
ρ−1 − 1−

(
ρ(k−1)−1
ρ−1 − 1

)(
q
p

)
, ρk−1

ρ−1 −
(
ρ(k−1)−1
ρ−1

)(
q
p

)
,

ρk−1
ρ−1 −

(
ρ(k−2)−1
ρ−1

)(
q
p

)(
1− q

p

)
−
(
ρ(k−1)−1
ρ−1

)}
and hence,

d(Sk(q, u)) = ρk−1
ρ−1 −

(
ρ(k−1)−1
ρ−1

)(
q
p

)
.

The following example illustrates Theorem 9.

Example 3. Let q = 12. Then {2, 3, 4, 6, 8, 9, 10} are zero divisors in Z12 and the
generator matrix of S2(q, z) is

G2(q, z) =

[
1 0 2 3 4 6 8 9 10

0 1 1 1 1 1 1 1 1

]
.

The Matrix
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Table 3. Parameters of zero divisor Zq-Simplex codes.

Generator matrix Gk(12, z) and its parameters

G2(12, z) [9, 2, 3]

G3(12, z) [73, 3, 19]

G4(12, z) [585, 4, 147]

G5(12, z) [4681, 5, 1171]

G6(12, z) [37449, 6, 9363]

G7(12, z) [299593, 7, 74899]

G8(12, z) [2396745, 8, 599187]

G9(12, z) [19173961, 9, 4793491]

Gk(q, z) =


1 00 · · · 0 z1z1 · · · z1 z2z2 · · · z2 · · · zszs · · · zs
0
... Gk−1(q, z) Gk−1(q, z) Gk−1(q, z) · · · Gk−1(q, z)

0


for k > 2. By Theorem 9, the parameters of the code generated by the matrix G2(12, z),
G3(12, z), G4(12, z), G5(12, z), G6(12, z), G7(12, z), G8(12, z) and G9(12, z) are listed in
Table 3.

7. Weight distribution of zero divisor Zq-Simplex code of di-
mension 3 for q = pm where p is a prime integer and m ≥ 2

Now, we are going to discuss the coordinates of the code S2(q, z). If k = 2, then the

matrix G2(q, z) generates the code

S2(q, z) = {β1(1 0 z1 z2 . . . zs) + β2(0 1 1 1 . . . 1) | β1, β2 ∈ Zq}.

Case i. Clearly, if β1, β2 ∈ B1, then S2(q, z) has the codeword of the form

(ρ+ 1, B1) , that is, wt(c) = 0.

Case ii. It is easy to see that, if β1 ∈ B1 and β2 ∈ Bpi for 1 ≤ i ≤ m, then S2(q, z)

has the codewords of the form
(
ρ, Bpi

)
. That is, wt(c) = ρ.

Case iii. It is easy to see that, if β2 ∈ B1 and β1 ∈ Bpi for 1 ≤ i ≤ m, then S2(q, z)

has the codewords of the form
(
q
pi (p

j − pj−1), Bpi
)

for 1 ≤ j ≤ i− 1 and
(
q
pi , B1

)
and

(
1, Bpi

)
That is, wt(c) = ρ+ 1− q

pi .
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Case iv. Choose the scalars β1 ∈ Bpi and β2 ∈ Bpj for 1 ≤ j < i ≤ m. Then S2(q, z)

has the codewords of the form
(
q
pi

(
pe − pe−1

)
, Bpe

)
for 1 ≤ e ≤ i− 1, (1, Bi) and(

q
pi , B1

)
. That is, wt(c) = ρ+ 1− q

pi .

Case v. Choose the scalars β1 ∈ Bpi and β2 ∈ Bpj for 1 ≤ i ≤ j ≤ m. Then

c2 ∈ S2(q, z) has the codewords of the form
(
ρ, Bpj

)
and

(
1, Bpi

)
. That is,

wt(c) = ρ+ 1.

By the above discussion, the number of distinct weight codewords in S2(q, z) is m+2.

In the same way, we are going to discuss the coordinates of the code S3(q, z). If k = 3,

then the matrix G3(q, z) generates the code

S3(q, z) = {β3 (1 000 z1z1z1 z2z2z2 · · ·zszszs) + (0 c c · · · c) | β3 ∈ Zq, c ∈ S2(q, z),

zizizi = (zizi · · · zi),000 = (00 · · · 0) ∈ Zρ+1
q }.

Case i. If we fix the scalar β2 or β3 ∈ B1 then this case is similar to the previous

case k = 2, that is, if c2 ∈ S2(q, z) has the weight w, then c3 ∈ S3(q, z) has the weight

ρw.

Case ii. It is easy to see that, if β1, β2 ∈ B1 and β3 ∈ Bpi for 1 ≤ i ≤ m, then

S2(q, z) has the codewords of the form
(
q
pi (ρ+ 1)(pj − pj−1), Bpj

)
for 1 ≤ j ≤ i− 1

and
(
q
pi (ρ+ 1), B1

)
. That is, wt(c) = ρ3−1

ρ−1 −
q
pi (ρ+ 1).

Case iii. If β2 in B1 and others in Bpi for 1 ≤ i ≤ m, then c3 ∈ S3(q, z) has the

codewords of the form (ρ, Bpi),

((
ρq
pi

)
(pj − pj−1), Bpj

)
for 1 ≤ j ≤ i − 1 and(

ρq
pi , B1

)
. That is, wt(c) = ρ3−1

ρ−1 −
qρ
pi .

Case iv. If β2 in B1, β3 in Bpj and β1 in Bpi for 1 ≤ j < i ≤ m, then c3 ∈ S3(q, z)

has the codewords of the form (ρ, Bpi),
(
qρ
pi (pe − pe−1), Bpe

)
for 1 ≤ e ≤ i− 1 and(

qρ
pi , B1

)
. That is, wt(c) = ρ3−1

ρ−1 −
qρ
pi .

Case v. If β2 in B1, β3 in Bpi and β1 in Bpj for 1 ≤ j < i ≤ m, then

c3 ∈ S3(q, z) has the codewords of the form (1, Bpi),
(
(ρ+ 1)(pe − pe−1), Bpe

)
for

j < e < i,
(
q2pj

pipe (pe − pe−1), Bpe
)

for 1 ≤ e ≤ j and
(
q
pi (ρ+ 1), B1

)
. That is,

wt(c) = ρ3−1
ρ−1 −

q
pi (ρ+ 1).

Case vi. Choose the scalars β1 ∈ Bpi , β2 ∈ Bpj and β3 ∈ Bpk for

1 ≤ j < k ≤ i ≤ m. Then S3(q, z) has the codewords of the form
(
ρ, Bpi

)
,
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1, Bpk

)
,
(
qρ
pi

(
pe − pe−1

)
, Bpe

)
for 1 ≤ e ≤ i − 1 and

(
ρq
pi , B1

)
. That is,

wt(c) = ρ3−1
ρ−1 −

ρq
pi .

Case vii. Choose the scalars β1 ∈ Bpi , β2 ∈ Bpj and β3 ∈ Bpk for 1 ≤ j < i < k ≤ m.
Then c3 ∈ S3(q, z) has the codewords of the form (1, Bpi),

(
(ρ+ 1)(pe − pe−1), Bpe

)
for i < e < k,

(
q2pi

pkpe
(pe − pe−1), Bpe

)
for 1 ≤ e ≤ i and

(
q
pi (ρ+ 1), B1

)
. That is,

wt(c) = ρ3−1
ρ−1 −

q
pi (ρ+ 1).

Case viii. Choose the scalars β1 ∈ Bpi , β2 ∈ Bpj and β3 ∈ Bpk for 1 ≤ j, i < k ≤ m
and i = j. Then c3 ∈ S3(q, z) has the codewords of the form (1, Bpk),((

ρ− q
pk

(pi−1 − pi−2)
)

(ρ+ 1), Bpj

)
,

(
q
pk

q
pi−1 (pi−1 − pi−2)(pe − pe−1), Bpe

)
for 1 ≤ e ≤ j − 1 and

(
q
pi (ρ+ 1), B1

)
. That is, wt(c) = ρ3−1

ρ−1 −
q
pi (ρ+ 1).

Case ix. Choose the scalars β1 ∈ Bpi , β2 ∈ Bpj and β3 ∈ Bpk for 1 ≤ k, i ≤ j ≤ m.

Then c3 ∈ S3(q, z) has the codewords of the form
(
ρ2 + ρ− 1, Bpj

) (
1, Bpi

)
and(

1, Bpk
)
. That is, wt(c) = ρ3−1

ρ−1 .

From the above, we conclude that, the number of distinct weight codewords in S3(q, z)

is 4m for m ≥ 2, p ≥ 2. Thus, we have

Theorem 10. Let q = pm where p is a prime integer and m ≥ 2. Then the weight
distribution of Zq-linear code generated by the matrix G3(q, z) is

A0 = 1,

Aρ2 = q − 1,

Aρ(ρ+1− q

pi
) = 2φ(pi) + 2φ(pi)φ(pj), for 1 ≤ i ≤ m and 1 ≤ j < i ≤ m,

Aρ(ρ+1) = 2φ(pi)φ(pj) for 1 ≤ i ≤ j ≤ m,
A ρ3−1

ρ−1
− q

pi
(ρ+1)

= φ(pi) + φ(pi)φ(pj) + φ(pi)φ(pj)φ(pk) for 1 ≤ i ≤ m,

1 ≤ j < i ≤ m and 1 ≤ j, i < k ≤ m,
A ρ3−1

ρ−1
− qρ
pi

= φ(pi)2 + φ(pi)φ(pj) + φ(pi)φ(pj)φ(pk) for 1 ≤ i ≤ m,

1 ≤ j < i ≤ m, 1 ≤ j < k ≤ i ≤ m,
A ρ3−1

ρ−1

= φ(pi)φ(pj)φ(pk) for 1 ≤ k, i ≤ j ≤ m.

Here, we support Theorem 10 by the following example.

Example 4. Let

G2(4, z) =

[
1 0 2

0 1 1

]
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Table 4. Weight distribution of zero divisor Zq-Simplex code of dimension 3.

weight distribution of G3(q, z)

G3(4, z) A0 = 1, A1 = 1, A2 = 1, A3 = 1, A4 = 15,

A5 = 15, A6 = 15 and A7 = 15

G3(9, z) A0 = 1, A1 = 2, A3 = 2, A4 = 4, A9 = 80,

A10 = 160, A12 = 160 and A13 = 320

G3(25, z) A0 = 1, A1 = 4, A5 = 4, A6 = 16, A25 = 624,

A26 = 2496, A30 = 2496 and A31 = 9948

G2(9, z) =

[
1 0 3 6

0 1 1 1

]

G2(25, z) =

[
1 0 5 10 15 20

0 1 1 1 1 1

]

where {2}, {3, 6} and {5, 10, 15, 20} are zerodivisors of Z4, Z9 and Z25, respectively. By
Theorem 10, using matlab, the weight distribution of the code generated by the matrices
G3(4, z), G3(9, z) and G3(25, z) are listed in Table 4.

8. Comparison of Zq-Simplex code, unit Zq-Simplex code and
unit Zq-Simplex code type α

The crucial point in coding theory is to establish the codes that achieve a fixed

error correction capability with a minimum amount of redundancy. A code with

higher code rate implies a more efficient use of redundancy than a lower code rate.

Therefore, these codes are more preferable. In the other point of view, we also

consider the error-correcting capabilities of the code. There is a basic trade-off

between code rate and minimum distance, when increasing the code rate, it decrease

the minimum distance, and vice-versa.

On the basis of the above view, the distinction between Zq-Simplex code, unit Zq-
Simplex code and unit Zq-Simplex code type α with respect to the code rate for the

particular value of q is shown in the Table 5. The notations R,R′ and R′′ represents

the codes rate of Zq-Simplex code, unit Zq-Simplex code, unit Zq-Simplex code of

type α, respectively.

9. Conclusion and Future work

In the recent decades, many punctured versions of Zq-Simplex codes have been de-

ployed. In [2] and [18], the authors examine the parameters for some of the punctured
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Table 5. Code rates of punctured version of Z9-Simplex codes

Code rate R R′ R′′

k = 2 2
10

= 0.2 2
8

= 0.25 2
8

= 0.25

k = 3 3
91

= 0.033 3
57

= 0.053 3
49

= 0.061

k = 4 4
820

= 0.0049 4
400

= 0.01 4
295

= 0.014

k = 5 5
7381

= 0.00068 5
2801

= 0.0019 5
1771

= 0.003

version of Zq-Simplex codes. In this article, we have analysed the parameters for unit

Zq-Macdonald codes, unit Zq-Simplex codes of type α and zero divisor Zq-Simplex

codes. Discussing the weight distribution and covering radius for higher rank codes

is not an easy task. In [18], we have obtained the complete weight distribution of the

higher rank unit Zq-Simplex codes for the particular case q = p2 and also we have

attained the partial weight distribution of the higher rank unit Zq-Simplex codes for

the particular case q = pm, where p is a prime number and m is a positive integer.

Here, we reach the weight distribution of the unit Zq-Simplex codes of type α and

zero divisor Zq-Simplex codes for the rank 3. The weight distribution of the higher

rank (k ≥ 4) unit Zq-Simplex codes of type α and zero divisor Zq-Simplex codes are

still open problems. Also, the bounds on the covering radius of the punctured version

of Zq-Simplex codes remains unknown even for the smaller rank codes.
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