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1. Introduction

In this paper, we focus on the Multiobjective Bilevel Optimization Problem (MBOP)

introduced by Dempe [3]:

min
x,y

F (x, y) = (F1, . . . , Fpu)(x, y) subject to G(x, y) ≤ 0 and y ∈ S(x), (1.1)

where S(x) represents the set of solutions to the lower-level problem, which is param-

eterized by x:

min
y

f(x, y) = (f1, . . . , fpl)(x, y) subject to g(x, y) ≤ 0.

∗ Corresponding Author
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In this context, x ∈ Rnu and y ∈ Rnl , with F : Rnu × Rnl → Rpu representing the

upper-level objective functions and f : Rnu × Rnl → R representing the lower-level

objective functions. Additionally, the vector-valued mappings G : Rnu × Rnl → Rmu

represent the upper-level constraints, and g : Rnu × Rnl → Rml represent the lower-

level constraints.

The feasible set of (1.1) is defined as:

Π = {(x, y) ∈ Rnu × Rnl : g(x, y) ≤ 0, G(x, y) ≤ 0, y ∈ S(x)}.

A point (x, y) ∈ Π is considered an efficient solution of (1.1) if, for any (x, y) ∈ Π,

F (x, y)− F (x, y) = (F1(x, y)− F1(x, y), . . . , Fpu(x, y)− Fpu(x, y)) /∈ −Rpu+ \ {0}.

This condition ensures that the difference between the objective functions at the effi-

cient solution and any other feasible point is not dominated by non-negative multiples

of vectors in the set −Rpu+ \ {0}.
Bilevel optimization problems offer a flexible framework for modeling complex

decision-making scenarios involving multiple decision-makers, such as in supply chain

management, transportation planning, and energy systems. They facilitate the coor-

dination between different decision-makers by explicitly modeling their interactions

and objectives.

To establish optimality conditions for MBOP, various approaches have been explored.

The optimal value function, introduced by Outrata [17], stands out in optimistic

bilevel programs and features prominently in works like [9, 21]. Similarly, the KKT

(Karush-Kuhn-Tucker) approach remains central to deriving optimality conditions for

MBOP, as seen in [4, 23].

In parallel, vector variational inequalities have gained traction as robust tools for ad-

dressing optimization problems with multiple objectives and constraints. Introduced

by Giannessi [5] as extensions of Stampacchia variational inequalities [19], these in-

equalities have driven recent progress in optimality conditions for vector optimization,

evident in studies such as [6–8, 16].

Despite the relevance of both MBOPs and VVIs, their connection remains scarcely

investigated. The only known link is due to Kohli [10], who reformulated MBOP as

a single-level problem via the value function and then applied variational inequality

theory. In contrast, our work establishes a direct connection between MBOPs and

VVIs without relying on intermediate reformulations. Moreover, although Minty-

and Stampacchia-type variational inequalities offer distinct and complementary view-

points in classical variational theory, their bilevel counterparts have not been ad-

dressed in the literature. This work introduces and analyzes these bilevel forms, which

provides a unified variational framework for multiobjective bilevel optimization.

The main contributions of this paper are as follows:

1. We introduce Minty and Stampacchia-type bilevel variational inequalities

(BVVIs) to formulate and analyze multiobjective bilevel problems under gen-

eralized convexity. This framework provides a new approach for establishing

optimality conditions and developing computational strategies for MBOPs.
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2. We derive our results using the tangential subdifferential, which offers greater

precision compared to other generalized subdifferentials (e.g., Fréchet, Clarke,

Michel-Penot). To our knowledge, this is the first application of the tangential

subdifferential in the context of vector variational inequalities.

The paper is structured as follows: Section 2 provides an introduction to the essential

concepts from variational analysis that will be integral to our subsequent discussions.

In Section 3, we delve into the core of our study by introducing the BVVI of Minty

and Stampacchia types. Within this section, we establish sufficient and necessary

optimality conditions under a generalized convexity condition. Moving on to Section

4, we present the results related to the existence of solutions to BVVIs. Finally, we

encapsulate our findings and insights in the concluding section.

2. Preliminaries

In this section, we revisit essential definitions and results that will serve as the foun-

dation for our subsequent discussions.

Let x := (x1, . . . , xn) and y := (y1, . . . , yn) denote two vectors in Rn. We use the

following notation:

x = y ⇔ xi = yi for all i = 1, 2, . . . , n.

x = y ⇔ xi ≥ yi for all i = 1, 2, . . . , n⇔ x− y ∈ Rn+.
x ≥ y ⇔ xi ≥ yi for all i = 1, 2, . . . , n and x 6= y ⇔ x− y ∈ Rn+ \ {0}.
x > y ⇔ xi > yi for all i = 1, 2, . . . , n⇔ x− y ∈ int(Rn+).

Furthermore, for all x ∈ Rn and x∗ = (x∗1, . . . , x
∗
p) ∈ Rnp where each x∗i ∈ Rn for

i = 1, · · · , p, we adopt the notation:

〈x∗, x〉p =
(
〈x∗1, x〉, . . . , 〈x∗p, x〉

)
.

We recall that a function φ : Rn → R is said to be tangentially convex at z ∈ Rn [18]

if its directional derivative (also known as the Dini derivative) at z,

φ′(z, ξ) := lim
t↓0

φ(z + tξ)− φ(z)

t
,

is finite for any direction ξ ∈ Rn and convex in this argument. Note that the direc-

tional derivative of any tangentially convex function is sublinear due to its positive

homogeneity.

The tangential subdifferential of φ at z ∈ Rn is given by [12, 18]:

∂T φ(z) := {y∗ ∈ Rn : 〈y∗, ξ〉 ≤ φ′(z, ξ) for all ξ ∈ Rn} . (2.1)
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We point out that for a tangentially convex function, this subdifferential is nonempty,

compact, and convex (see [13]).

Tangentially convex functions form a broad class that includes convex functions on

open domains where the tangential subdifferential reduces to the classical Fréchet

subdifferential, Gâteaux differentiable functions on open domains with a tangential

subdifferential reduced to the gradient. This class also encompasses locally Lipschitz

functions that are either Clarke regular [2] or Michel-Penot regular [15], with their

tangential subdifferential equal to that of Clarke in the first case and Michel-Penot

in the second.

Notably, if φ is tangentially convex at z, it follows from the sublinearity of φ′(z, ·)
that (2.1) is equivalent to:

φ′(z, ξ) = max
z∗∈∂T φ(z)

〈z∗, ξ〉, for all ξ ∈ Rn.

This equivalence implies that:

inf
z∗∈∂T φ(z)

〈z∗, ξ〉 ≤ φ+
d (z, ξ) = φ′(z, ξ) = φ−d (z, ξ) ≤ sup

z∗∈∂T φ(z)

〈z∗, ξ〉, for all ξ ∈ Rn.

Here, φ+
d (z, ξ) and φ−d (z, ξ) represent, respectively, the upper and lower Dini direc-

tional derivatives of φ at z in the direction ξ. Consequently, ∂T φ(z) serves as a

convexificator of φ at z.

It’s worth noting that in the case of tangentially convex functions, the definition of

the tangential subdifferential coincides with that of the upper regular convexificator,

as φ′(z, ξ) = φ+
d (z, ξ) = sup

z∗∈∂T φ(z)

〈z∗, ξ〉, for all ξ ∈ Rn.

A vector function Φ = (φ1, . . . , φp) : Rn → Rp is called tangentially convex if so is

each of its coordinates φi, and its tangential subdifferential at z ∈ Rn is given by:

∂T Φ(z) := ∂T φ1 × ∂T φ2 × . . .× ∂T φp.

In the following, we present the Mean Value Theorem for tangentially convex func-

tions, a recent extension that has been established in [14].

Theorem 1. [14, Theorem 6] Assume that φ : Rn → R∪ {∞} is continuous on a convex
set C ⊆ φ−1(R) and tangentially convex on C \ extC. If z and z are two distinct points in
C, then there exists t0 ∈ (0, 1) such that

φ(z)− φ(z) ∈ 〈∂T φ (z + t0 (z − z)) , z − z〉.

In the context of vector-valued functions, we define specific forms of tangential con-

vexity that incorporate the tangential subdifferential.

Definition 1. A tangentially convex vector-valued function Φ : S ⊆ Rn → Rp is
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• ∂T -convex over S if, for all z, z ∈ S, one has

Φ(z) = Φ(z) + 〈ξ, z − z〉p, for all ξ ∈ ∂T Φ(z).

• ∂T -quasiconvex over S if, for all z, z ∈ S, one has

〈ξ, z − z〉p ≥ 0⇒ Φ(z) ≥ Φ(z), for all ξ ∈ ∂T Φ(z).

• ∂T -pseudoconvex over S if, for all z, z ∈ S, one has

Φ(z) ≤ Φ(z)⇒ 〈ξ, z − z〉p ≤ 0, for all ξ ∈ ∂T Φ(z).

Remark 1. (i) Every ∂T -convex function is ∂T -quasiconvex and ∂T -pseudoconvex; how-
ever, the converse is not always true.
(ii) There is no inherent relationship between ∂T -quasiconvexity and ∂T -pseudoconvexity.
(iii) For Φ being ∂T -convex over S, it satisfies the convexity property:

Φ (αz + (1− α)z) 5 αΦ(z) + (1− α)Φ(z),

for all z, z ∈ S and α ∈ [0, 1].
For illustrative examples that clarify relationships between ∂T -convexity, ∂T -quasiconvexity
and ∂T -pseudoconvexity, we refer the reader to [20].

We also introduce the property of monotonicity with respect to the tangential subd-

ifferential.

Definition 2. The tangential subdifferential ∂T Φ of Φ : S ⊆ Rn → Rp is said to be
monotone on S if, for all z, z ∈ S, z∗ ∈ ∂T Φ(z) and z∗ ∈ ∂T Φ(z), the following inequality
holds:

〈z∗ − z∗, z − z〉p = 0.

In the following theorem, we establish a relationship between the ∂T -convexity of

a vector-valued function and the property of being monotone with respect to its

tangential subdifferential on a convex set.

Theorem 2. Assume that S is a nonempty convex subset of Rn. If Φ is ∂T -convex on
S, then ∂T Φ is monotone on S.

Proof. Suppose that Φ is ∂T -convex on S. Then, for all z, z ∈ S, z∗ ∈ ∂T Φ(z) and

z∗ ∈ ∂T Φ(z), we have

Φ(z)− Φ(z) = 〈z∗, z − z〉p,
and

Φ(z)− Φ(z) = 〈z∗, z − z〉p.
Adding the above inequalities, for all z, z ∈ S, z∗ ∈ ∂T Φ(z), and z∗ ∈ ∂T Φ(z), we

obtain

〈z∗ − z∗, z − z〉p = 0,

which implies that ∂T Φ is monotone on S.
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3. Relationship between BVVI and MBOP

We begin this section by defining the set of constraints as follows

K = {(x, y) ∈ Rnu × Rnl : g(x, y) ≤ 0, G(x, y) ≤ 0}.

We define also the following two notations

Tx = {y ∈ Rnl : g(x, y) ≤ 0}, ∀x ∈ Rnl

and

φx(y) = f(x, y), ∀x ∈ Rnl .

Recall from [22] that a pair (x, y) ∈ Π is an efficient solution to (1.1) if it is an optimal

solution to the following problem:

min
(x,y)∈Π

F (x, y).

Note that Π = {(x, y) ∈ K : y ∈ arg minφx}.
For the remainder of this paper, we assume that F is tangentially convex at all

(x, y) ∈ K, so F admits a compact tangential subdifferential at any (x, y) ∈ K,

denoted as ∂T F (x, y). Additionally, we also assume that φx is tangentially convex at

all y ∈ Tx, so φx has a compact tangential subdifferential at any y ∈ Tx, denoted as

∂T φx(y).

We now introduce two types of bilevel variational inequalities, specifically, the Bilevel

Variational Inequalities of Minty-Type (MBVVI) and the Bilevel Variational Inequal-

ities of Stampacchia-Type (SBVVI) as follows:

(MBVVI) Find (x, y) ∈ ΠM such that for all (x, y) ∈ ΠM and (x∗, y∗) ∈ ∂T F (x, y),

we have

〈(x∗, y∗), (x, y)− (x, y)〉pu � 0,

where ΠM = {(x, y) ∈ K : y ∈ SM (x)}, and SM (x) denotes the set of all solutions of

the following lower-level variational inequality problem:

Find y ∈ Tx such that for all y ∈ Tx and y∗ ∈ ∂T φx(y), we have

〈y∗, y − y〉 ≥ 0.

(SBVVI) Find (x, y) ∈ ΠS such that for all (x, y) ∈ ΠS , there is (x∗, y∗) ∈ ∂T F (x, y)

such that

〈(x∗, y∗), (x, y)− (x, y)〉pu � 0,

where ΠS = {(x, y) ∈ K : y ∈ SS(x)}, and SS(x) denotes the set of all solutions of

the following lower-level variational inequality problem:

Find y ∈ Tx such that for all y ∈ Tx, there is y∗ ∈ ∂T φx(y) such that

〈y∗, y − y〉 ≥ 0.
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3.1. Relations Between Feasible Sets of MBOP, MBVVI, and SBVVI

We examine how the feasible sets Π, ΠM , and ΠS associated with MBOP, MBVVI,

and SBVVI are related. We begin by establishing the inclusion ΠM ⊆ Π under

suitable convexity assumptions on the lower-level objective and constraint functions.

Proposition 1. Suppose φx is ∂T -pseudoconvex over Tx and that g is quasiconvex. Then
ΠM ⊆ Π.

Proof. Let (x, y) ∈ ΠM , so y ∈ SM (x), the set of solutions to (MBVVI) for the fixed

x. Thus, for all ỹ ∈ Tx and all ỹ∗ ∈ ∂T φx(ỹ), we have 〈ỹ∗, ỹ − y〉 ≥ 0.

The quasiconvexity of g ensures Tx is convex. For any sequence {λn} ↓ 0 with

λn ∈ (0, 1], it follows that yn = y+ λn(ỹ− y) ∈ Tx. Then there exists y∗n ∈ ∂T φx(yn)

satisfying 〈y∗n, yn − y〉 ≥ 0, which implies λn〈y∗n, ỹ − y〉 ≥ 0.

The compactness of ∂T φx(yn) guarantees boundedness. Up to a subsequence, we

can assume y∗n → y∗. Because ∂T φx is closed and yn → y as n → ∞, we conclude

y∗ ∈ ∂T φx(y), and thus 〈y∗, ỹ − y〉 ≥ 0.

Given that φx is ∂T -pseudoconvex over Tx, it follows that φx(ỹ) ≥ φx(y). This implies

y ∈ S(x), so (x, y) ∈ Π. Hence, ΠM ⊆ Π.

We establish conditions ensuring that the solution set of the lower-level problem in

(SBVVI) is contained within the solution set of the lower-level problem in (1.1).

Proposition 2. Suppose φx is ∂T -pseudoconvex over Tx. Then ΠS ⊆ Π.

Proof. Assume (x, y) ∈ ΠS . To prove (x, y) ∈ Π, we proceed by contrapositive.

Suppose y /∈ S(x). Then there exists ŷ ∈ Tx such that φx(ŷ) < φx(y).

Given the ∂T -pseudoconvexity of φx, it follows that for all y∗ ∈ ∂T φx(y), the inequal-

ity 〈y∗, ŷ − y〉 < 0 holds. This implies y /∈ SS(x). Consequently, SS(x) ⊆ S(x), and

thus ΠS ⊆ Π.

In the following, we establish the opposite inclusions to those in the previous two

propositions. The next result shows when the set of solutions to the lower-level

problem of (1.1) is included in the set of solutions to the lower-level problem of

(MBVVI).

Proposition 3. Assume that φx is ∂T -quasiconvex over Tx. Then Π ⊆ ΠM .

Proof. Suppose (x, y) /∈ ΠM , that is y /∈ SM (x). Then there exist ŷ ∈ Tx and

ŷ∗ ∈ ∂T φx(ŷ) such that 〈ŷ∗, ŷ − y〉 < 0.

Given the ∂T -quasiconvexity of φx over Tx, this implies φx(ŷ) < φx(y). Hence,

y /∈ S(x). Consequently, S(x) ⊆ SM (x), and thus Π ⊆ ΠM .
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The next proposition shows that the set of solutions to the lower-level problem of

(1.1) is included in the set of solutions to the lower-level problem of (SBVVI).

Proposition 4. Assume that φx is ∂T -quasiconvex over Tx and that g is quasiconvex.
Then Π ⊆ ΠS.

Proof. Let (x, y) ∈ Π, so y ∈ S(x). Consider any ŷ ∈ Tx. The quasiconvexity of

g ensures Tx is convex. Thus, for any sequence {λn} ↓ 0 with λn ∈ (0, 1], yn =

y + λn(ŷ − y) ∈ Tx.

Because y ∈ S(x), it follows that φx(yn) ≥ φx(y) for all yn ∈ Tx. Given that φx is

∂T -quasiconvex at yn ∈ Tx, there exists y∗n ∈ ∂T φx(yn) such that 〈y∗n, yn − y〉 ≥ 0.

Substituting yn − y = λn(ŷ − y) and noting λn > 0, we obtain 〈y∗n, ŷ − y〉 ≥ 0.

The boundedness of ∂T φx(yn) allows us to assume, up to a subsequence, that y∗n → y∗.

Since ∂T φx is closed and yn → y as n → ∞, we conclude y∗ ∈ ∂T φx(y). Hence,

〈y∗, ŷ − y〉 ≥ 0 holds for some y∗ ∈ ∂T φx(y). This implies y ∈ SS(x), so (x, y) ∈ ΠS .

Therefore, Π ⊆ ΠS .

We conclude this subsection with this corollary which can be easily proven using

Remark 1.

Corollary 1. Assume that φx is ∂T -convex over Tx and that g is quasiconvex. Then

Π = ΠM = ΠS .

3.2. Main results

The relationship between (MBVVI) and (SBVVI) can be elucidated in the following

theorem.

Theorem 3. Suppose that F and φx, for any x ∈ Rnu , are ∂T -convex over Π and Tx,
respectively and g is quasiconvex. Any solution to (SBVVI) is also a solution to (MBVVI).

Proof. Applying the contrapositive, let us assume that (x, y) does not solve

(MBVVI). This means that there exist (x, y) ∈ ΠM and (x∗, y∗) ∈ ∂T F (x, y) such

that

〈(x∗, y∗), (x, y)− (x, y)〉pu ≤ 0.

Since φx is ∂T -convex over Tx and that g is quasiconvex, then by Corollary 1 Π =

ΠM = ΠS .

According to Theorem 2, the ∂T -convexity of F over Π yields the monotonicity of ∂T F

over Π, respectively. Hence, for all (x∗, y∗) ∈ ∂T F (x, y) and all (x∗, y∗) ∈ ∂T F (x, y),

we get

〈(x∗, y∗)− (x∗, y∗), (x, y)− (x, y)〉pu = 0.



M. Jennane, E.M. Kalmoun 9

Then, we deduce that there exist (x, y) ∈ ΠS such that for all (x∗, y∗) ∈ ∂T F (x, y)

we have

〈(x∗, y∗), (x, y)− (x, y)〉pu ≤ 0.

Consequently, (x, y) is not a solution of (SBVVI).

We establish the conditions under which every efficient solution of (1.1) also qualifies

as a solution of (MBVVI).

Theorem 4. If F is ∂T -quasiconvex over Π, φx (for any x ∈ Rnu) is ∂T -pseudoconvex
over Tx, and g is quasiconvex, then any efficient solution of (1.1) also serves as a solution
to (MBVVI).

Proof. Suppose that (x, y) is not a solution to (MBVVI). Then, there exist (x, y) ∈
ΠM and (x∗, y∗) ∈ ∂T F (x, y) such that

〈(x∗, y∗), (x, y)− (x, y)〉pu ≥ 0.

Since φx is ∂T -convex over Tx and that g is quasiconvex, then by Proposition 1

(x, y) ∈ Π.

Due to the ∂T -quasiconvexity of F over Π, we conclude

F (x, y) ≥ F (x, y).

Consequently, (x, y) is not an efficient solution of (1.1).

We now show that, under the assumption of ∂T -convexity of F and φx, the converse

of the above theorem holds.

Theorem 5. Assume that Π is convex. Additionally, suppose that F and φx, x ∈ Rnu ,
are ∂T -convex over Π and Tx, respectively, g is quasiconvex and Fi is continuous for all
i ∈ {1, ..., pu}. Any solution to (MBVVI) is also an efficient solution to (1.1).

Proof. Suppose that (x, y) is not an efficient solution of (1.1). Then, there exists

(x, y) ∈ Π such that:

F (x, y)− F (x, y) ≤ 0. (3.1)

By the ∂T -convexity of F over Π, we have for all α ∈ [0, 1]

F (xα, yα)− F (x, y)) 5 α
(
F (x, y)− F (x, y)

)
,
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where (xα, yα) = (x, y)+α
(
(x, y)− (x, y)

)
with (xα, yα) ∈ Π since Π is convex. Then,

for each i ∈ {1, ..., pu} and α ∈ (0, 1),

Fi(xα, yα)− Fi(x, y) ≤ α
(
Fi(x, y)− Fi(x, y)

)
. (3.2)

Let i ∈ {1, ..., pu}. By Theorem 1, there exist α̂i ∈ (0, 1) and (x̃∗α̂i
, ỹ∗α̂i

) ∈
∂T Fi(x̃α̂i

, ỹα̂i
) with (x̃α̂i

, ỹα̂i
) = (x, y) + α̂i

(
(xα, yα)− (x, y)

)
∈ Π such that

Fi(xα, yα)− Fi(x, y) = 〈(x̃∗α̂i
, ỹ∗α̂i

), (xα, yα)− (x, y)〉,

which means

Fi(xα, yα)− Fi(x, y) = 〈(x̃∗α̂i
, ỹ∗α̂i

), α
(
(x, y)− (x, y)

)
〉. (3.3)

In combining (3.2) and (3.3), we deduce

〈(x̃∗α̂i
, ỹ∗α̂i

), (x, y)− (x, y)〉 ≤ Fi(x, y)− Fi(x, y). (3.4)

Case 1: Suppose α̂1 = α̂2 = ... = α̂pu = α̂. Multiplying both the sides of (3.4) by α̂,

we get

〈(x̃∗α̂i
, ỹ∗α̂i

), α̂
(
(x, y)− (x, y)

)
〉 ≤ α̂

(
Fi(x, y)− Fi(x, y)

)
.

Consequently,

〈(x̃∗α̂i
, ỹ∗α̂i

), (xα̂, yα̂)− (x, y)〉 ≤ α̂
(
Fi(x, y)− Fi(x, y)

)
. (3.5)

Case 2: Suppose α̂1, α̂2, ..., α̂pu are not all equal. Without loss of generality, we

may assume that α̂1 6= α̂2. Then, from (3.4), for some (x̃∗α̂1
, ỹ∗α̂1

) ∈ ∂T F1(x̃α̂1
, ỹα̂1

)

and (x̃∗α̂2
, ỹ∗α̂2

) ∈ ∂T F2(x̃α̂2
, ỹα̂2

), one has

〈(x̃∗α̂1
, ỹ∗α̂1

), (x, y)− (x, y)〉 ≤ F1(x, y)− F1(x, y),

〈(x̃∗α̂2
, ỹ∗α̂2

), (x, y)− (x, y)〉 ≤ F2(x, y)− F2(x, y).

Since F1 and F2 are ∂T -convex over K, both ∂T F1 and ∂T F2 are monotone. This

implies that for all (x̃∗12, ỹ
∗
12) ∈ ∂T F1(x̃α̂2

, ỹα̂2
) and (x̃∗21, ỹ

∗
21) ∈ ∂T F2(x̃α̂1

, ỹα̂1
), the

following inequalities hold:

〈(x̃∗α̂1
, ỹ∗α̂1

)− (x̃∗12, ỹ
∗
12), (x̃α̂1

, ỹα̂1
)− (x̃α̂2

, ỹα̂2
)〉 ≥ 0,

〈(x̃∗α̂2
, ỹ∗α̂2

)− (x̃∗21, ỹ
∗
21), (x̃α̂2

, ỹα̂2
)− (x̃α̂1

, ỹα̂1
)〉 ≥ 0.
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Then

〈(x̃∗12, ỹ
∗
12), (x̃α̂1

, ỹα̂1
)− (x̃α̂2

, ỹα̂2
)〉 ≤ 〈(x̃∗α̂1

, ỹ∗α̂1
), (x̃α̂1

, ỹα̂1
)− (x̃α̂2

, ỹα̂2
)〉,

〈(x̃∗21, ỹ
∗
21), (x̃α̂2

, ỹα̂2
)− (x̃α̂1

, ỹα̂1
)〉 ≤ 〈(x̃∗α̂2

, ỹ∗α̂2
), (x̃α̂2

, ỹα̂2
)− (x̃α̂1

, ỹα̂1
)〉.

Hence

〈(x̃∗12, ỹ
∗
12), (α̂1 − α̂2)

(
(x, y)− (x, y)

)
〉 ≤ 〈(x̃∗α̂1

, ỹ∗α̂1
), (α̂1 − α̂2)

(
(x, y)− (x, y)

)
〉,

〈(x̃∗21, ỹ
∗
21), (α̂2 − α̂1)

(
(x, y)− (x, y)

)
〉 ≤ 〈(x̃∗α̂2

, ỹ∗α̂2
), (α̂2 − α̂1)

(
(x, y)− (x, y)

)
〉.

If α̂1 > α̂2, it follows that

〈(x̃∗12, ỹ
∗
12), (x, y)− (x, y)〉 ≤ F1(x, y)− F1(x, y);

otherwise,

〈(x̃∗21, ỹ
∗
21), (x, y)− (x, y)〉 ≤ F2(x, y)− F2(x, y).

So taking for example the case where α̂1 > α̂2, we get the existence of (x̃∗12, ỹ
∗
12) ∈

∂T F1(x̃α̂2
, ỹα̂2

) and (x̃∗α̂2
, ỹ∗α̂2

) ∈ ∂T F2(x̃α̂2
, ỹα̂2

), such that

〈(x̃∗12, ỹ
∗
12), (x, y)− (x, y)〉 ≤ F1(x, y)− F1(x, y),

〈(x̃∗α̂2
, ỹ∗α̂2

), (x, y)− (x, y)〉 ≤ F2(x, y)− F2(x, y).

Similar finding is obtained for the other case of α̂2 > α̂1. Consequently, setting α̂′ :=

min{α̂1, α̂2}, we find (x̃∗α̂′1
, ỹ∗α̂′1

) ∈ ∂T F1(x̃α̂′ , ỹα̂′) and (x̃∗α̂′2
, ỹ∗α̂′2

) ∈ ∂T F2(x̃α̂′ , ỹα̂′),

such that

〈(x̃∗α̂′1 , ỹ
∗
α̂′1

), (x, y)− (x, y)〉 ≤ F1(x, y)− F1(x, y),

〈(x̃∗α̂′2 , ỹ
∗
α̂′2

), (x, y)− (x, y)〉 ≤ F2(x, y)− F2(x, y).

By continuing this process, we can find α̂ ∈ (0, α) such that α̂ :=

min{α̂1, α̂2, . . . , α̂pu}, and for all i ∈ {1, . . . , pu}, there is (x̃∗α̂i
, ỹ∗α̂i

) ∈ ∂T Fi(x̃α̂, ỹα̂)

such that

〈(x̃∗α̂i
, ỹ∗α̂i

), (x, y)− (x, y)〉 ≤ Fi((x, y)− Fi(x, y).

Multiplying both the sides of the above inequalities by α̂, we obtain (3.5) as in Case

1. Henceforth, by (3.1), we deduce

〈(x̂∗, ŷ∗), (x̃α̂, ỹα̂)− (x, y)〉pu ≤ 0,

for some (x̂∗, ŷ∗) =
(
(x̃∗α̂1

, ỹ∗α̂1
), ..., (x̃∗α̂pu

, ỹ∗α̂pu
)
)
∈ ∂T F (x̃α̂, ỹα̂).

Now, since φx is ∂T -convex over Tx and that g is quasiconvex, then by Corollary 1

(x̃α̂, ỹα̂) ∈ ΠM . This means (x, y) is not a solution of (MBVVI).
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Building upon the observation in Remark 1 that ∂T -convexity implies ∂T -

quasiconvexity, we can readily derive the following corollary, which provides both

necessary and sufficient conditions for a solution to (MBVVI) to also qualify as an

efficient solution to (1.1).

Corollary 2. Assume that Π is convex. Additionally, suppose that F and φx, x ∈ Rnu ,
are ∂T -convex over Π and Tx, respectively, g is quasiconvex and Fi is continuous for all
i ∈ {1, ..., pu}. Then, (x, y) is an efficient solution of (1.1) if and only if it is a solution of
(MBVVI).

We will now establish that, given the assumption of ∂T -pseudoconvexity of F and the

∂T -quasiconvexity of φx, satisfying (SBVVI) is sufficient for a solution to be efficient

to (1.1).

Theorem 6. Suppose that F is ∂T -pseudoconvex over Π, φx (for all x ∈ Rnu) is ∂T -
quasiconvex over Tu and g is quasiconvex. Any solution of (SBVVI) is also an efficient
solution of (1.1).

Proof. Suppose that (x, y) is not an efficient solution of (1.1). Then there is (x, y) ∈
Π such that

F (x, y)− F (x, y) ≤ 0.

By the ∂T -pseudoconvexity of F over Π, we deduce that for all (x∗, y∗) ∈ ∂T F (x, y)

verifying

〈(x∗, y∗), (x, y)− (x, y)〉pu ≤ 0.

Since φx is ∂T -quasiconvex over Tx and that g is quasiconvex, then by Proposition 4

(x, y) ∈ ΠS . Consequently, (x, y) is not a solution of (SBVVI).

We can easily derive the following corollary based on the observation in Remark 1

that ∂T -convexity implies ∂T -pseudoconvexity.

Corollary 3. Suppose that F and φx, x ∈ Rnu , are ∂T -convex over Π and Tx, respectively
and g is quasiconvex. Any solution of (SBVVI) is also an efficient solution of (1.1).

Remark 2. The theorems presented in this paper extend several related results in the
literature, including those in [11] and [1].

Now, we illustrate some of the obtained results through the following example.
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Example 1. Consider nu = nl = 1, pu = pl = 2, mu = ml = 2 and let the leader’s
objectives and constraints be given by

F1(x, y) = |x|+ y2, F2(x, y) = x2 + |y|,
G1(x, y) = x, G2(x, y) = −x− 1.

The follower’s objective and constraints are as follows

f(x, y) = φx(y) = yx2 + x,

g1(x, y) = x− y, g2(x, y) = y.

First, after straightforward calculations, we find that the feasible set of (1.1) and the set of
constraints are respectively Π = [−1, 0]× {0} and K = [−1, 0]× [−1, 0]. For all (x, y) ∈ K,
we have the following tangential subdifferentials of the leaders’ objectives:

∂T F1(x, y) =


{(1, 2y)}, if x > 0

{(−1, 2y), (1, 2y)}, if x = 0

{(−1, 2y)}, if x < 0

∂T F2(x, y) =


{(2x, 1)}, if y > 0

{(2x,−1), (2x, 1)}, if y = 0

{(2x,−1)}, if y < 0.

Additionally, we have

∂T φx(y) = {x2}.

To verify ∂∗-convexity of F = (F1, F2) over Π, consider a point (x, y), (x, y) ∈ Π. We have

F1(x, y)− F1(x, y) = |x|+ y2 − |x| − y2

= x− x+ (y + y)(y − y).

On the other hand, for all ξ1 ∈ ∂∗F1(x, y) one has

〈ξ1, (x, y)− (x, y)〉 =

{
〈(±1, 2y), (x, y − y)〉 = ±x+ 2y(y − y), if x = 0

〈(−1, 2y), (x− x, y − y)〉 = x− x+ 2y(y − y), if x < 0

Then

F1(x, y)− F1(x, y)− 〈ξ1, (x, y)− (x, y)〉 =

{
(y − y)2 or − 2x+ (y − y)2, if x = 0

(y − y)2, if x < 0

≥ 0.

In the same way we show that

F2(x, y)− F2(x, y)− 〈ξ2, (x, y)− (x, y)〉 ≥ 0.
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Consequently, for all (x, y), (x, y) ∈ Π and ξ ∈ ∂T F (x, y) = ∂T F1(x, y)× ∂T F1(x, y) one has

F (x, y) = F (x, y) + 〈ξ, (x, y)− (x, y)〉2.

Hence F is ∂T -convex over Π.
Let us now check the ∂T -convexity of φx over Tx = [−1, 0]. Let y, y ∈ Tx and ζ ∈ ∂∗φx(y) =
{x2}. We have

φx(y)− φx(y)− 〈ζ, y − y〉 = x2(y − y)− x2(y − y) = 0.

Hence φx is ∂T -convex over Tx.
Letting (x, y) := (0, 0), we get

∂T F (x, y) = {(−1, 0), (1, 0)} × {(0,−1), (0, 1)} and ∂T φx(y) = {(0, 1)}.

Since for all y ∈ Tx, there is y∗ = 0 ∈ ∂T φx(y) such that

〈y∗, y − y〉 ≥ 0.

Then (x, y) ∈ ΠS .
For all (x, y) ∈ ΠS , there exists (x∗, y∗) =

(
(−1, 0), (0, 1)

)
∈ ∂T F (x, y) verifying

〈(x∗, y∗), (x, y)− (x, y)〉2 = (−x, y) ∈ [0, 1]× {0}.

Therefore, we can see that the point (x, y) solves (SBVVI) since

〈(x∗, y∗), (x, y)− (x, y)〉2 /∈ −R2
+ \ {(0, 0)}.

We can conclude that all conditions of Theorem 3 are fulfilled and therefore (x, y) is a solution
of (MBVVI).
Also all the conditions stated in Corollary 3 have been satisfied, which means (x, y) qualifies
as an efficient solution for (1.1).

4. Conclusions and future directions

This paper introduced bilevel variational inequalities (BVVIs) of Minty and Stam-

pacchia types and established their connection to multiobjective bilevel optimization

problems under generalized convexity. We derived sufficient and necessary optimality

conditions based on the tangential subdifferential. This subdifferential provides more

accurate optimality characterizations than commonly used alternatives such as the

Fréchet, Clarke, or Michel-Penot subdifferentials. The results offer a direct varia-

tional formulation of MBOPs that does not rely on intermediate transformations.

The main advantages of our approach are:
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• It provides a direct link between MBOPs and vector variational inequalities

without the need for value-function or KKT-based reformulations.

• It extends the existing variational inequality theory to the bilevel setting under

generalized convexity.

• It applies the tangential subdifferential, which yields sharper optimality condi-

tions than those derived from other subdifferential concepts.

This work also points to several research directions:

• Extending the results to bilevel problems that involve interval-valued or set-

valued objective functions.

• Investigating other solution concepts such as quasi-efficient solutions and ap-

proximate solutions.

• Developing the theory of BVVIs on more general geometric structures such as

Riemannian and Hadamard manifolds.

• Exploring the use of other subdifferential types to broaden the applicability of

the results.

One limitation of this study is its reliance on generalized convexity assumptions.

These assumptions may not hold in certain real-world applications. Addressing bilevel

problems outside the generalized convexity setting remains an open and challenging

question. Nevertheless, this variational inequality framework provides a solid founda-

tion for future theoretical developments and algorithm design in bilevel multiobjective

optimization.
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