
CCO
Commun. Comb. Optim.

c© 2025 Azarbaijan Shahid Madani University

Communications in Combinatorics and Optimization

Vol. xx, No. x (xxxx), pp. 1-13

https://doi.org/10.22049/cco.2025.29232.1901

Research Article

Skew-cyclic and skew-quasi-cyclic codes over a general

infinite family of rings

Djoko Suprijanto1,2∗, I. Irwansyah3

1
Combinatorial Mathematics Research Group, Faculty of Mathematics and Natural Sciences,

Institut Teknologi Bandung, Jl. Ganesha 10, Bandung, 40132, Indonesia

2
Center for Research Collaboration on Graph Theory and Combinatorics, Indonesia

∗djoko.suprijanto@itb.ac.id

3
Department of Mathematics, Faculty of Mathematics and Natural Sciences,

University of Mataram, Indonesia
irw@unram.ac.id

Received: 30 November 2023; Accepted: 15 June 2025

Published Online: 7 July 2025

Abstract: We study structural properties of cyclic codes, and their generalization,

over a general infinite family of rings, namely the ring Rk defined by R[v1, v2, . . . , vk]
with conditions v2

i = vi, for i ∈ [1, k]Z, where R is any finite commutative Frobenius
ring. We derived necessary and sufficient condition for the codes to be cyclic, quasi-

cyclic, skew-cyclic as well as to be quasi-skew-cyclic. As an application, we constructed
optimal linear codes over Z4 as a Gray images of our codes.
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1. Introduction

In its early development, linear codes used finite fields as codes alphabet. Codes over

finite rings were introduced later in 1970s by Blake [4, 5]. He [4] showed how to

construct codes over Zm from cyclic codes over Fp, where p is a prime factor of m. He

[5] then further observed the structure of codes over Zpr . Spiegel [18, 19] generalized

Blake’s results to codes over Zm, where m is an arbitrary positive integer.
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Study of linear codes over finite rings attracted great interest after the work of

Hammons, Kumar, Calderbank, Sloane and Solé in 1994 [7], where they showed

that certain good nonlinear binary codes can be constructed from linear codes

over Z4 via the Gray map. Recently, many people consider some special cases

of linear codes over the ring of the form R[v1, v2 . . . , vk], where v2
i = vi for all

i ∈ [1, k]Z, and R is a certain finite commutative ring. The reasons why it at-

tracts the attention of many researchers in coding theory is, among other thing,

because codes over such kind of rings have a lot of nice structures. For ex-

ample, in [1], [9], [11] and [12], they considered skew-cyclic codes over the ring

F2 + vF2,Fp + vFp, F2[v1, v2 . . . , vk], and Fpr [v1, v2 . . . , vk], respectively. Moreover,

in [8], [15], [6], and [17], they studied the structural properties of linear codes over

F2[v1, v2 . . . , vk],Z4 + vZ4, Z4 + uZ4 + vZ4 + wZ4 + uvZ4 + uwZ4 + vwZ4 + uvwZ4,

and Z2m + vZ2m , respectively, including MacWilliams identity, self-dual codes, cyclic

codes, constacyclic codes, etc. Also, we can find constructions of good and new Z4-

linear codes in [15] and [6].

In our previous works [12, 13, 16], we studied structural properties of linear codes

over an infinite family of ring Bk which is defined as Fpr [v1, v2, . . . , vk], with condition

v2
i = vi for all i ∈ [1, k]Z, where Fpr is a finite field of order pr. In this paper, we

generalize some results obtained in [12] as well as [13] to a very general setting of ring,

namely to the ring Rk which is defined by R[v1, v2, . . . , vk], with condition v2
i = vi

for all i ∈ [1, k]Z, where R is a finite commutative Frobenius ring. We investigate the

structures of cyclic codes, quasi-cyclic codes, skew-cyclic codes, and quasi-skew-cyclic

codes over the ring Rk. As an application, we provide several new and optimal linear

codes over Z4 obtained as a Gray map of linear codes. This is a sequel of our previous

paper [14].

We follow many standard books in coding theory (see, for instance, [10]) for undefined

terms.

2. Cyclic and quasi-cyclic codes

Let n = md, for some positive integers m and d. Let C be a linear code of length n

over the ring Rk. Also, let c ∈ Rnk , with c =
(
c(1)|c(2)| · · · |c(d)

)
, where c(i) ∈ Rmk ,

for all i ∈ [1, d]Z. Let σd be a map from Rnk to Rnk such that

σd(c) =
(
T
(
c(1)

)
|T
(
c(2)

)
| · · · |T

(
c(d)

))
,

where T is a cyclic shift from Rmk to Rmk . A code C of length n over ring Rk is said to

be a quasi-cyclic code of index d if σd(C) = C. Note that, our definition of quasi-cyclic

here is permutation-equivalent to the usual definition of quasi-cyclic codes. Also, a

code C is said to be cyclic if it is quasi-cyclic of index d = 1. We have the following

characterization for quasi-cyclic codes over the ring Rk, by using the second Gray

map Ψ from Rnk to R2k×n as defined in [14], page 55.
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Theorem 1. A linear code C of length n over Rk is a quasi-cyclic code with index d if

and only if C = Ψ
−1

(C1, C2, . . . , C2k ), where C1, C2, . . . , C2k are quasi-cyclic codes of length
n with index d over R.

Proof. (=⇒) For i ∈ [1, 2k]Z, take c ∈ Ci and let c =

(c1,1, . . . , c1,m, . . . , cd,1, . . . , cd,m) . Since C is a quasi-cyclic code of index d, we

have that

Ψ
−1



0
...

0

σd(c)

0
...

0


= Ψ

−1



0 0 . . . 0 . . . 0 0 . . . 0
...

...
. . .

...
. . .

...
...

. . .
...

0 0 . . . 0 . . . 0 0 . . . 0

c1,m c1,1 . . . c1,m−1 . . . cd,m cd,1 . . . cd,m−1

0 0 . . . 0 . . . 0 0 . . . 0
...

...
. . .

...
. . .

...
...

. . .
...

0 0 . . . 0 . . . 0 0 . . . 0


=
∑
S⊇Si

(−1)|S|−|Si|vS (c1,m, c1,1, . . . , c1,m−1, . . . , cd,m, cd,1, . . . , cd,m−1) ∈ C.

This gives σd(c) ∈ Ci, for all i ∈ [1, 2k]Z.

(⇐=) For any w in C, there exist codewords w1,w2, . . . ,w2k , where wi ∈ Ci, for all

i ∈ [1, 2k]Z, such that w = Ψ
−1 (

(w1,w2, . . . ,w2k)T
)
. Also, we have that

σd(w) = σd

(
Ψ
−1 (

(w1,w2, . . . ,w2k)T
))

= Ψ
−1 (

(σd(w1), σd(w2), . . . , σd(w2k))T
)
.

Since Ci is a quasi-cyclic code of index d, we have σd(wi) is in Ci, for all i ∈ [1, 2k]Z.

Hence,

(σd(w1), σd(w2), . . . , σd(w2k))

is in Ψ(C). This means σd(w) is in C.

As a consequence of the above theorem, we have the following property.

Corollary 1. A linear code C of length n over Rk is cyclic if and only if C =

Ψ
−1

(C1, C2, . . . , C2k ), where C1, C2, . . . , C2k are cyclic codes of length n over R.

We also have the characterization of quasi-cyclic codes, by using the ingredient of the

first Gray map ϕj from Rnj to Rnljj−1 defined in [14], page 54, as given in the theorem

below.

Theorem 2. A linear code C of length n over Rj is a quasi-cyclic code with index d if
and only if ϕj(C) is a quasi-cyclic code of length nlj with index ljd over Rj−1.
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Proof. For any c′ in ϕj(C), there exists c in C such that ϕj(c) = c′. Now, let

c =
(
α(1) | α(2) | · · · | α(d)

)
,

where α(i) = (αi1 + α′i1vj , αi2 + α′i2vj , . . . , αim + α′imvj), for all i ∈ [1, d]Z. Then we

have

c′ = ϕj(c)

=
(
β

(1)
0 | β(2)

0 | · · · | β(d)
0 | β(1)

1 | β(2)
1 | · · · | β(d)

1 | · · · | β(1)
lj−1 | β

(2)
lj−1 | · · · | β

(d)
lj−1

)
,

where β
(i)
0 = (αi1, αi2, . . . , αim), for all i ∈ [1, d]Z, and

β(i)
r = (βrαi1 + β′rα

′
i1, βrαi2 + β′rα

′
i2, . . . , βrαim + β′rα

′
im),

for all r ∈ [1, lj − 1]Z and i ∈ [1, d]Z. Consider also

ϕj(σd(c)) =
(
σ
(
β

(1)
0

)
| σ
(
β

(2)
0

)
| · · · |σ

(
β

(d)
0

)
| σ
(
β

(1)
1

)
| σ
(
β

(2)
1

)
| · · ·

| σ
(
β

(d)
1

)
| · · · | σ

(
β

(1)
lj−1

)
| σ
(
β

(2)
lj−1

)
| · · · | σ

(
β

(d)
lj−1

))
= σljd(c

′).

Therefore, σd(c) ∈ C if and only if σljd(c
′) ∈ ϕj(C).

The result below is a direct consequences of Theorem 2.

Corollary 2. A linear code C of length n over Rj is a cyclic code if and only if ϕj(C)
is a quasi-cyclic code of length nlj with index lj over Rj−1.

Again, by applying Theorem 2 repeatedly while considering the image of Φk := ϕ1 ◦
ϕ2 ◦ · · · ◦ ϕk, we obtain the following theorem. Note that Φk is the first Gray map

defined in [14].

Theorem 3. A linear code C of length n over Rk is a quasi-cyclic code with index d
if and only if ϕ1 ◦ ϕ2 ◦ · · · ◦ ϕk(C) is a quasi-cyclic code of length nl1l2 · · · lk with index
d · l1l2 · · · lk over R.

For the case of cyclic codes, namely quasi-cyclic codes of index d = 1, we obtain the

following immediate consequence.

Corollary 3. A linear code C of length n over Rk is a cyclic code if and only if
ϕ1 ◦ ϕ2 ◦ · · · ◦ ϕk(C) is a quasi-cyclic code of length nl1l2 · · · lk with index l1l2 · · · lk over R.



D. Suprijanto, I. Irwansyah 5

3. Skew-cyclic and skew-quasi-cyclic codes

We begin this section with definitions of skew-cyclic and skew-quasi-cyclic codes.

Let C be a linear code of length n over the ring Rk. Let θ be an automorphism

on the ring Rk. Then C is said to be a θ-cyclic code or skew-cyclic code if for any

c = (c0, c1, . . . , cn−1) in C, we have that Tθ(c) := (θ(cn−1), θ(c0), . . . , θ(cn−2)) is also

in C. Also, C is said to be a skew-quasi-cyclic or quasi-θ-cyclic code of index d if for any

c = (c0, c1, . . . , cn−1) in C, we have that T dθ (c) := (θ(cn−d), θ(cn−d+1), . . . , θ(cn−d−1))

is also in C.

Let ∆ be a column cyclic-shift operator on R2k×n. We have the characterizations as

given in the following theorem. Note that in the theorem below, ΦS1,S2
is the map as

defined in [14], page 54. Also,
∑
S and ΓS1,S2 are the bijective maps induced by ΘS

and ΦS1,S2
, as defined in [14], page 55. We also consider the automorphism θ of Rk

as a composition of ΘS or ΦS1,S2 (or both of them).

Theorem 4. A linear code C of length n over Rk is a quasi-θ-cyclic code of index d if
and only if ∆d ◦ ΣS ◦ ΓS1,S2(Ψ(C)) ⊆ Ψ(C), for some S, S1, S2 ⊆ [1, k]Z, with |S1| = |S2|.

Proof. Let c be any element in C. We can see that

Ψ (σd(c)) = ∆d(Ψ (c)).

Since θ is a composition of ΘS and ΦS1,S2
, for some S, S1, S2 ⊆ [1, k]Z, then we have

that

Ψ(T dθ (c)) = ∆d
(
ΣS
(
ΓS1,S2

(
Ψ(c)

)))
.

Therefore, C is invariant under the action of T dθ if and only if Ψ(C) is invariant under

the action of ∆d ◦ ΣS ◦ ΓS1,S2
.

We have to note that the map ΣS ◦ ΓS1,S2 induced a row permutation on Ψ(C). By

applying Theorem 4 with d = 1, we have the immediate corollary below.

Corollary 4. A linear code C of length n over Rk is a θ-cyclic code if and only if
∆ ◦ ΣS ◦ ΓS1,S2(Ψ(C)) ⊆ Ψ(C), for some S, S1, S2 ⊆ [1, k]Z, with |S1| = |S2|.

We also have a more technical characterization as follows. Again, φS1,S2 here is a

map from [1, k]Z to [1, k]Z defined as in [14], page 54.

Theorem 5. A linear code C of length n over Rk is a quasi-θ-cyclic code with index d

if and only if there exist quasi-ϑord(ΘS◦φS1,S2)-cyclic codes C1, C2, . . . , C2k of length n over
R with index d · ord (ΘS ◦ φS1,S2) such that

C = Ψ
−1

(C1, C2, . . . , C2k ),

where ϑ is the restriction of θ on R, and T dϑ (Ci) ⊆ CΣS◦ΓS1,S2
(i), for all i ∈ [1, 2k]Z.
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Proof. (=⇒) Let there exist linear codes over R, say C1, C2, . . . , C2k , such that

C = Ψ
−1

(C1, C2, . . . , C2k).

For any ci ∈ Ci, let ci = (α1, α2, . . . , αn). If c = Ψ
−1 (

(0, . . . ,0, ci,0, . . . ,0)T
)
, then

c =

α1

∑
S⊇Si

(−1)|S|−|Si|vS , α2

∑
S⊇Si

(−1)|S|−|Si|vS , . . . , αn
∑
S⊇Si

(−1)|S|−|Si|vS

 .

So, if we consider

Ψ(T dθ (c)) = (0, . . . ,0, T dϑ (ci),0, . . . ,0)T ,

then we have T dϑ (ci) is in CΣS◦ΓS1,S2
(i). By continuing this process, we have

(
T dϑ
)ord(ΘS◦φS1,S2)

(ci) ∈ Ci,

which means, Ci is a quasi-ϑord(ΘS◦φS1,S2)-cyclic code over R with index

d · ord (ΘS ◦ φS1,S2) , for all i ∈ [1, 2k]Z.

(⇐=) For any c ∈ C, we can see that Ψ(c) = (c1, . . . , c2k)
T ∈ (C1, C2, . . . , C2k)T ,

where ci ∈ Ci, for all i ∈ [1, 2k]Z. We also knew that for all i ∈ [1, 2k], Ci is a quasi-

ϑord(ΘS◦φS1,S2)-cyclic code over R with index d · ord (ΘS ◦ φS1,S2
) , and T dϑ (Ci) ⊆

CΣS◦ΓS1,S2
(i). Then we have

Ψ
(
T dθ (c)

)
=
(
T dϑ

(
c(ΣS◦ΓS1,S2)

−1
(1)

)
, . . . , T dϑ

(
c(ΣS◦ΓS1,S2)

−1
(2k)

))T
∈ Ψ(C).

Therefore, T dθ (c) ∈ C.

By applying Theorem 5 with d = 1, we derive the property below.

Corollary 5. A linear code C over Rk is a θ-cyclic code of length n if and only if

there exist quasi-ϑord(ΘS◦φS1,S2)-cyclic codes C1, C2, . . . , C2k of length n over R with index
ord (ΘS ◦ φS1,S2) , such that

C = Ψ
−1
k (C1, C2, . . . , C2k )

where ϑ is the restriction of θ on R, and Tϑ(Ci) ⊆ CΣS◦ΓS1,S2
(i), for all i ∈ [1, 2k]Z.
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4. Examples

As a direct consequence of Theorem 3.2 in [14], we have that for any code C of length

n over Rk = Zm[v1, v2, . . . , vk], where v2
i = vi, for all i ∈ [1, k]Z, there exist codes

C1, C2, . . . , C2k of length n over Zm such that C = Ψ
−1

(C1, C2, . . . , C2k).

In the first subsection, we provide examples of skew-cyclic as well as skew-quasi-cyclic

codes over Zm obtained by Theorem 5 and Corollary 5. In the last two subsections,

we provide some more examples of linear codes over the ring Z4 with the highest

known minimum Lee distances. For the readers’ convenience, we recall the definition

of Lee weight and Lee distance. For any element x = (x1, . . . , xn) in Zn4 , the Lee

weight of x, denoted by wL(x), is defined as

wL(x) =

n∑
i=1

min{|xi|, |4− xi|}.

Using the above weight, we define the Lee distance dL(C) of a code C as

dL(C) = min
c∈C
c6=0

wL(c).

4.1. Examples of skew-cyclic codes and skew-quasi-cyclic codes over the
ring Rk

Example 1. Let R1 = Zm + vZm, where v2 = v, and

θ : R1 −→ R1

α+ βv 7−→ ϑ(α) + ϑ(β)(1− v)

where ϑ is an automorphism in Zm.We can see that, with S = S1 = S2 = {1}, θ = ΘS◦ΦS1,S2

and ord(ΘS ◦ φS1,S2) = 2. Let C = 〈(v, 1− v)〉 . Consider,

Tθ ((α0 + α1v)(v, 1− v)) = Tθ (((α0 + α1)v, α0(1− v)))

= (ϑ(α0)v, ϑ(α0 + α1)(1− v)) .

The codeword (ϑ(α0)v, ϑ(α0 + α1)(1− v)) is in C because

(ϑ(α0 + α1)− ϑ(α1)v)(v, 1− v) = (ϑ(α0)v, ϑ(α0 + α1)(1− v)) .

As a consequence, the code C is a θ-cyclic code over R1 of length 2. Moreover, we have

Ψ((α0 + α1)v, α0(1− v)) =

(
0 α0

α0 + α1 0

)
.

If C1 = 〈(0, 1)〉 and C2 = 〈(1, 0)〉, then Ψ(C) = (C1, C2)T . We can check that

ΣS ◦ ΓS1,S2 : [1, 2]Z −→ [1, 2]Z
1 7−→ 2
2 7−→ 1.
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So, we have

Tϑ(C1) = C2 and Tϑ(C2) = C1.

Furthermore, C1 and C2 are quasi-ϑ2-cyclic codes of index ord(ΘS ◦ φS1,S2)(= 2).

Example 2. Let R2 = Zm + v1Zm + v2Zm + v1v2Zm, where v2
i = vi, for all i = 1, 2,

and v1v2 = v2v1. Also, let θ = ΘS ◦ ΦS1,S2 , with S = S1 = S2 = {1, 2} and ΦS1,S2(αvi) =
αvφS1,S2

(i), where

φS1,S2 : [1, 2]Z −→ [1, 2]Z
1 7−→ 2
2 7−→ 1

We can check that, ord(ΘS ◦ φS1,S−2) = 2. Let C = 〈c1, c2〉 , where c1 =
(v1 − v1v2, v2 − v1v2) and c2 = (v2 − v1v2, v1 − v1v2) . For γ = γ0 +γ1v1 +γ2v2 +γ3v1v2 and
λ = λ0 + λ1v1 + λ2v2 + λ3v1v2, consider

Tθ (γc1 + λc2) = Tθ ((γ0 + γ1)(v1 − v1v2) + (λ0 + λ2)(v2 − v1v2), (γ0 + γ2)(v2 − v1v2)

+(λ0 + λ1)(v1 − v1v2))

= ((γ0 + γ2)(v2 − v1v2) + (λ0 + λ1)(v1 − v1v2), (γ0 + γ1)(v1 − v1v2)

+(λ0 + λ2)(v2 − v1v2))

= γc2 + λc1 ∈ C.

We can see that C is a θ-cyclic code of length 2. Also, we have that

Ψ (γc1 + λc2) =


0 0

γ0 + γ1 λ0 + λ1

λ0 + λ2 γ0 + γ2

0 0


and

Ψ (Tθ(γc1 + λc2)) =


0 0

λ0 + λ1 γ0 + γ1

γ0 + γ2 λ0 + λ2

0 0

 .

As a consequence, if C1 = C4 = {(0, 0)} and C2 = C3 = {(α, β)|α, β ∈ Zm}, then C =

Ψ
−1

(C1, C2, C3, C4). The induced map ΣS ◦ ΓS1,S2 is as follows

ΣS ◦ ΓS1,S2 : [1, 4]Z −→ [1, 4]Z
1 7−→ 1
2 7−→ 3
3 7−→ 2
4 7−→ 4

and T (Ci) = CΣS◦ΓS1,S2
(i), for all i = 1, 2, 3, 4. Moreover, Ci is a quasi-cyclic code of index

2, for all i = 1, 2, 3, 4.
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Example 3. Let R1 and θ as in Example 1. Also, let C = 〈(v, 0, 1 − v, 0)〉. For α =
α0 + α1v, consider

T 2
θ (α(v, 0, 1− v, 0)) = T 2

θ ((α0 + α1)v, 0, α0(1− v), 0)

= (ϑ(α0)v, 0, ϑ(α0 + α1)(1− v), 0)

= (ϑ(α0 + α1)− ϑ(α1)v) (v, 0, 1− v, 0) ∈ C.

So, C is a quasi-θ-cyclic code of index 2. We can check that, if C1 = 〈(0, 0, 1, 0)〉 and

C1 = 〈(1, 0, 0, 0)〉, then C = Ψ
−1

(C1, C2). Moreover,

T 2
ϑ(Ci) ⊆ CΣS◦ΓS1,S2

(i)

for all i = 1, 2, where ΣS ◦ ΓS1,S2 map is the same as the one in Example 1. The code Ci is
a quasi-ϑ2-cyclic code of index 2× ord(ΘS ◦ φS1,S2)(= 4).

Example 4. Let R2 and θ as in Example 2. Also, let C = 〈c1, c2〉, where c1 = (v1 −
v1v2, 0, v2 − v1v2, 0) and c2 = (v2 − v1v2, 0, v1 − v1v2, 0). For γ = γ0 + γ1v1 + γ2v2 + γ3v1v2

and λ = λ0 + λ1v1 + λ2v2 + λ3v1v2, consider

T 2
θ (γc1 + λc2) = T 2

θ ((γ0 + γ1)(v1 − v1v2)

+(λ0 + λ2)(v2 − v1v2), 0, (γ0 + γ2)(v2 − v1v2) + (λ0 + λ1)(v1 − v1v2), 0)

= ((γ0 + γ2)(v2 − v1v2) + (λ0 + λ1)(v1 − v1v2), 0, (γ0 + γ1)(v1 − v1v2)

+(λ0 + λ2)(v2 − v1v2), 0)

= γc2 + λc1 ∈ C.

So, C is a quasi-θ-cyclic code of index 2. We can check that, if C1 = C4 = {(0, 0, 0, 0)} and

C2 = C3 = {(α, 0, β, 0)|α, β ∈ Zm}, then C = Ψ
−1

(C1, C2, C3, C4). Also, we have that

T 2(Ci) ⊆ CΣS◦ΓS1,S2
(i),

for all i = 1, 2, 3, 4, where the map ΣS ◦ ΓS1,S2 is the same as the one in Example 2. The
code Ci is a quasi-cyclic code of index 2× ord(ΘS ◦ φS1,S2)(= 4), for all i = 1, 2, 3, 4.

4.2. Other examples using the map Ψ

Example 5. Let R1 = Z4[v], where v2 = v. Also, let C = 〈(1 v 1 + v 3)〉. We can check
that

Ψ((1 v 1 + v 3)) =

(
1 0 1 3
1 1 2 3

)
.

Then, if we choose C1 = 〈(1 0 1 3)〉 and C2 = 〈(1 1 2 3)〉, we have C = Ψ
−1

(C1, C2).

Moreover, we may have more explicit examples for Hermitian self-dual codes as follow.
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Example 6. Let R1 = Z4[v], where v2 = v. In this ring, Θ1(v) = 1− v. Let C = 〈(v v v)〉
be a code over R1. Then C is a Hermitian self-dual code (by Theorem 3.3 in [14]). Since

Ψ((v v v)) =

(
1 1 1
1 1 1

)
,

we have that C = Ψ
−1

(C1, C2), where C1 = C2 = 〈(1 1 1)〉. We can check that C1 is an
Euclidean self-dual code over Z4. Therefore, we have C2 = C⊥1 , as stated in Proposition 3.1
and Theorem 3.4 in [14].

Also, we have the following example for Euclidean self-dual codes.

Example 7. Let R1 = Z4[v], where v2 = v. Take C = 〈(v 1 − v), (1 − v v)〉. We can see
that C is an Euclidean self-dual code over R1. Also, we know that

Ψ((v 1− v)) =

(
0 1
1 0

)
and Ψ((1− v v)) =

(
1 0
0 1

)
.

If we take C1 = C2 = 〈(1 0), (0 1)〉, then we have C = Ψ
−1

(C1, C2). We can check that C1

and C2 are Euclidean self-dual codes over Z4 also, as stated in Theorem 3.5 in [14].

4.3. New linear codes over Z4

In this section, we use the map ϕ1 to obtained linear codes over Z4 from codes over

R1 = Z4 + vZ4, where v2 = v. Again, see [14] page 54 for the definition of this map.

First, let us recall Example 5.1 appeared in [14] below.

Example 8. Define a map ϕ1 as follows.

ϕ1 : Z4 + vZ4 −→ Z2
4,

α+ vβ 7−→ (α, 2α+ β).

Let C = 〈1 + v〉 = {0, 1 + v, 2 + 2v, 3 + 3v, 2v, 2, 1 + 3v, 3 + v} be a code of length 1 over
R1 = Z4 + vZ4, where v2 = v. We have,

ϕ1(1 + v) = (1, 3), ϕ1(2 + 2v) = (2, 2), ϕ1(3 + 3v) = (3, 1), ϕ1(2v) = (0, 2),

ϕ1(2) = (2, 0), ϕ1(1 + 3v) = (1, 1), ϕ1(3 + v) = (3, 3).

We can see that dL(ϕ1(C)) = 2 and |ϕ1(C)| = 8.

The Table 1 gives some examples of linear codes over Z4 with the highest known

minimum Lee distance (see [2], [3]), obtained by a similar way as in Example 8.

Remark 1. We may obtain many other linear codes over Z4 having good minimum
Lee distances by the similar method. Moreover, the first author with H.C. Tang [20] have
also introduced several different methods to construct linear codes over Z4, and by using
the methods we succeed to construct many linear codes over Z4 with good minimum Lee
distances (see Tables 1,2, and 3 in [20]).
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n C ϕ1 dL(ϕ1(C)) |ϕ1(C)|

2 〈1 + v〉 α+ vβ 7−→ (α, 2α+ β) 2 8
2 〈2〉 α+ vβ 7−→ (α, α+ β) 2 4
3 〈2〉 α+ vβ 7−→ (α, β, α+ β) 4 4

3 〈2 + 2v〉 α+ vβ 7−→ (α, β, α+ β) 4 2
3 〈2v〉 α+ vβ 7−→ (α, β, α+ β) 4 2

4 〈2v〉 α+ vβ 7−→ (α, β, α+ β, α+ β) 6 2

5 〈2〉 α+ vβ 7−→ (α, β, α+ β, α, α+ β) 6 4
6 〈1 + v〉 α+ vβ 7−→ (α, 2α+ β, α, 2α+ β, α, 2α+ β) 6 8

6 〈2〉 α+ vβ 7−→ (α, β, α+ β, α, β, α+ β) 8 4

7 〈2v〉 α+ vβ 7−→ (α, β, α+ β, α, β, α+ β, α+ β) 10 2

Table 1. Some examples of linear codes over Z4 with the highest known minimum Lee distances.

5. Conclusion

In this paper, we considered cyclic codes and their generalization over a very general

ring,

Rk = R[v1, v2, . . . , vk]/
〈
v2
i − vi

〉k
i=1

,

where R is a finite commutative Frobenius ring. To be precise, we considered cyclic

codes, quasi-cyclic codes, skew-cyclic codes, and also quasi-skew-cyclic codes over the

ring Rk. We derived a necessary and sufficient condition for the codes over Rk to

be cyclic, quasi-cyclic, skew-cyclic as well as quasi-skew-cyclic. The necessary and

sufficient conditions provide a way to construct skew-cyclic as well as quasi-skew-

cyclic codes over the ring Rk. As an application, we also give some examples of

optimal codes over the ring Z4 with respect to the Lee distance.
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