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Abstract: For a simple connected graph G with V (G) = {v1, v2, . . . , vn}, let dij be

the distance between any pair of distinct vertices vj and vj . The reciprocal distance
Laplacian matrix RDL(G) of G is defined by RDL(G) = RTr(G) − RD(G), where

RTr(G) is the diagonal matrix having i-the entry RTr(vi) =
∑
j∈V (G)

1
dij

and RD(G)

is the reciprocal distance matrix (also called Harary matrix) having (i, j)-th entry 1
dij

if i 6= j and zero, otherwise. The set of all RDL(G)-eigenvalues δ1 ≥ δ2 ≥ · · · ≥ δn−1 >
δn is known as the RDL-spectrum (also called reciprocal distance Laplacian spectrum)

of G and δ1 is called the RDL-spectral radius (also called reciprocal distance Laplacian

spectral radius) of G. We explore various interesting properties of RDL-eigenvalues
along with the bounds for RDL-spectral radius. We characterize the corresponding
extremal graphs attaining these bounds.

Keywords: distance matrix, distance Laplacian matrix, reciprocal distance Laplacian
matrix, largest eigenvalue.
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1. Introduction

All our graphs in this article are connected, simple and undirected graphs. A graph is

denoted by G = G(V (G), E(G), where V (G) = {v1, v2, . . . , vn} is the vertex set E(G)
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2 Reciprocal distance Laplacian spectral radius of graphs

is the edge set. The cardinality of V (G) is the order n and the cardinality of E(G)

is the size m of G. The complement of G is denoted by G and by Kn, we denote the

complete graph, by K1,n−1, we denote the star graph. For other undefined notations

and definitions, see [5, 7].

The distance d(vi, vj) (shortly dij) between the two distinct vertices vi and vj in a

connected graph G, is the length of the smallest path connecting them. The distance

matrix D(G) indexed by order n of G and is defined as D(G) = (dij). A nice survey

of the distance matrix can be seen in [3, 9]. The transmission (or transmission degree)

Tr(vi) of a vertex vi is defined to be the sum of the distances from vi to all other ver-

tices of G, that is, Tr(vi) =
∑

vj∈V (G)

dij . Let Tr(G) = diag(Tr(v1), T r(v2) . . . , T r(vn))

be the diagonal matrix of vertex transmission degrees of G. Aouchiche and Hansen [2]

defined the distance Laplacian matrix DL(G) = Tr(G) −D(G). It immediately fol-

lows that DL(G) is a real symmetric and positive semi-definite matrix. Besides, each

row sum of DL(G) is zero, so 0 must be the smallest distance Laplacian eigenvalue of

DL(G).

The reciprocal distance matrix RD(G) (or the Harary matrix) is an n × n matrix

whose (i, j)-th entry is 1
dij

, if vi 6= vj and 0 otherwise. The reciprocal transmission

degree RTr(vi) (or RTri) of vi is defined by RTr(vi) =
∑

vj∈V (G)

1
dij

or equivalently

the sum of the entries of i-th of the matrix RD(G). The Harary index H(G) of G is

the sum of reciprocal distances between all unordered pairs of vertices. Clearly,

2H(G) =
∑

v∈V (G)

RTr(v) =
∑

vi,vj∈V (G)

1

dij
=

n∑
i=1

n∑
j=1

1

dij
.

The relation between the Harary matrix, the Harary index and the Harary energy

can be seen in [6] and the references therein.

Let RTr(G) = diag
(
RTr(v1), RTr(v2), . . . , RTr(vn)

)
be the diagonal matrix of recip-

rocal transmission degrees of G. Bapat and Panda [4] defined the reciprocal distance

Laplacian matrix as RDL(G) = RTr(G)−RD(G). Since each row sum of RDL(G) is

zero, it follows that 0 is its eigenvalue and (1, 1, . . . , 1) is its corresponding eigenvector.

The reciprocal distance Laplacian matrix is a real symmetric positive semi-definite

matrix, so its eigenvalues can be indexed from the largest to the smallest in the

following manner

δ1 ≥ δ2 ≥ · · · ≥ δn−1 > δn = 0.

The set of all eigenvalues (including algebraic multiplicities) of RDL(G) is known as

the reciprocal distance Laplacian spectrum (or RDL spectrum) of G, the largest RDL

eigenvalue δ1 is known as the reciprocal distance Laplacian spectral radius of G. We

note that for real symmetric positive semi-definite matrix M , the largest singular of

M (known as the spectral norm) is precisely the spectral radius of M. Thus, δ1 is

also known as the RDL spectral norm of G. For some recent work on the spectral

properties of RDL(G), see [1, 4, 8, 10, 12–14].
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Any column vector X = (x1, x2, . . . , xn)T ∈ Rn can be regarded as function defined

on V (G) which associates every vi to xi, that is X(vi) = xi for all i = 1, 2, . . . , n.

Also, it is easy to see that

XTRDL(G)X =
∑
i,j,i 6=j

1

d(vi, vj)
(xi − xj)2,

and δ is an eigenvalue of RDL(G) with its associated eigenvector X if and only if

X 6= 0 and for every vi ∈ V (G), we have

δX(vi) =
∑

vj∈V (G)

1

d(vi, vj)
(X(vi)−X(vj)), (1.1)

or equivalently

δX(vi)−RTr(vi) = −
∑

vj∈V (G)

1

d(vi, vj)
X(vj), (1.2)

Equations (1.1) and (1.2) are known as (δ,X)-eigenequations of G.

In the rest of the paper, we explore some interesting properties of the reciprocal

distance eigenvalues of G. We obtain some bounds for RDL-spectral radius and

characterize the extremal graphs attaining these bounds.

2. Bounds for the reciprocal distance Laplacian spectral ra-
dius

We begin the section with the following result, which is helpful in finding some RDL-

eigenvalues of G, when G has some special structure.

Theorem 1. [8] Let G be a connected graph with the vertex set V (G) = {v1, v2, . . . , vn}
and let S = {v1, v2, . . . , vp} be any subset of G such that N(vi) = N(vj) for all i, j ∈
{1, 2, . . . , p} and δ = RTr(vi) = RTr(vj) for all i, j ∈ {1, 2, . . . , p}. Then the following
holds.

(i) If S is independent, then δ + 1
2

is the RDL-eigenvalue of G with multiplicity at least
p− 1.

(ii) If S is a clique, then δ+1 is an eigenvalue of the RDL(G) matrix with multiplicity at
least p− 1.

For the connected graphs of diameter 2, the following interesting result is mentioned

in [4], which gives that the reciprocal distance Laplacian eigenvalues of a graph of

diameter 2 can be found from the corresponding Laplacian eigenvalues of the graph.

For the sake of completeness, we will provide a proof of this result here.
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Theorem 2. Let G be a connected graph of order n ≥ 3 with diameter 2 having reciprocal
distance Laplacian and Laplacian eigenvalues δi and µi, i = 1, 2, . . . , n, respectively. Then
δi =

n+µi
2

, for all i = 1, 2, . . . , n − 1. Moreover, the eigenvalues µi and δi have the same
multiplicity, for i = 1, 2, . . . , n.

Proof. For any vertex vi ∈ V (G), the reciprocal transmission degree is given by

RTr(vi) = di + 1
2 (n − di − 1) = n+di−1

2 , as G is of diameter 2. Therefore, diagonal

matrix of reciprocal transmission degrees is RTr(G) = 1
2

(
(n−1)In+Deg(G)

)
, where

Deg(G) is the diagonal matrix of vertex degrees. Also, since G is of diameter 2, so

any two vertices are either adjacent or share a common neighbour. Thus, it follows

that RD(G) = A+ 1
2A, where A is the adjacency matrix of the complement G of G.

Therefore, the reciprocal distance Laplacian matrix of G can be put as RDL(G) =

RTr(G) − RD(G) = 1
2

(
nIn − J + L(G)

)
, where L(G) = Deg(G) − A(G) is the

Laplacian matrix and J is the all one matrix. The result now follows directly from

this last equation.

A graph G is said to be determined by its spectrum (adjacency spectrum, Laplacian

spectrum) if there is no other graph up to isomorphism with spectrum (adjacency

spectrum, Laplacian spectrum) same as G. It is an interesting and hard problem in

spectral graph theory to characterize graphs which are determined by their spectrum

with respect to a given graph matrix. Various papers can be found in the literature

regarding this problem, see [16] and the references therein. Likewise, a graph G is

determined by its reciprocal distance Laplacian spectrum if there is no graph up to

isomorphism with reciprocal distance Laplacian spectrum same as G. The following

observation is immediate from Theorem 2.

Theorem 3. A connected graph G of order n and diameter 2 is determined by its recip-
rocal distance Laplacian spectrum if and only if it is determined by its Laplacian spectrum.
In particular, the complete graph, the complete bipartite graph and the complete split graph
are determined its reciprocal distance Laplacian spectrum.

Proof. The first half of the theorem is clear from Theorem 2. While as the second

half follows by using the fact that the complete graph, the complete bipartite graph

and the complete split graphs are determined by their Laplacian spectrum.

The following important result about the reciprocal distance Laplacian spectral radius

was obtained in [4].

Theorem 4. Let G be a connected graph on n vertices. Then, the complement graph G
is disconnected if and only if the reciprocal distance Laplacian spectral radius of G is n.

We note that it is clear from Theorem 2 and the proof of Theorem 4 that the algebraic

multiplicity of the eigenvalue n is one less than the number of components of G. The

following observation is immediate from Theorem 4.
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Corollary 1. If G is a bipartite graph and n is among its reciprocal distance Laplacian
eigenvalues, then G is a complete bipartite graph. Moreover, the star K1,n−1 is the only tree
for which n is a reciprocal distance Laplacian eigenvalue.

Proof. It is clear from the definition of bipartite graphs that the only bipartite

graph with a disconnected complement is the complete bipartite graph. Using this

observation together with Theorem 4 the first part of the result now follows. Further,

since trees are bipartite graphs and star K1,n−1 is the only tree which is a complete

bipartite graph, the second part follows from the first part.

The following result gives a lower bound for the reciprocal distance Laplacian spectral

radius in terms of the reciprocal transmission degrees.

Theorem 5. Let G be a connected graph of order n ≥ 3 having reciprocal transmission
degrees RTr1 ≥ RTr2 ≥ · · · ≥ RTrn. Then

δ1 ≥ max
vivj∈E(G)

{
RTri +RTrj

2

}
+ 1. (2.1)

Equality occurs in (2.1) if and only if RTri = RTrj and d(vi, vk) = d(vj , vk), for all vk ∈
V (G) − {vi, vj}. In particular, if G ∼= K2 ∨ H, where H is a graph of order n − 2, then
equality occurs (2.1).

Proof. Let X = (x1, x2, . . . , xn)T be a non zero vector in Rn, then by Rayleigh-Ritz

Theorem, we have

δ1 ≥
XTRDLX

XTX
, (2.2)

where Rn is the real vector space of dimension n and XT is the transpose of X. Let

vi and vj be two adjacent vertices in G, then d(vi, vj) = 1. Taking xi = 1, xj = −1

and xk = 0, for k 6= i, j in (2.2), we get

δ1 ≥
RTri +RTrj

2
+ 1,

with this the inequality (2.1) follows. Suppose that equality occurs in (2.1), then

equality occurs in Rayleigh-Ritz Theorem, giving that X = (1, 0, . . . ,−1, 0, . . . , 0)T

is an eigenvector of the matrix RDL(G) corresponding to the eigenvalue δ1. For

the vertex vi, it follows from the equation RDLX = δ1X that δ1(1) = RTri(1) −
(−1 + 0 + · · · + 0). This gives that δ1 = RTri + 1. Similarly, for the vertex vj ,

we get δ1 = RTrj + 1. These two equations together give that RTri = RTrj .

Let vk be a vertex different from vi and vj . For this vertex, it follows from the

equation RDLX = δ1X that δ1(0) = RTrk(0) − ( −1
d(vi,vk)

+ 1
d(vj ,vk)

+ 0 + · · · + 0).

This gives that d(vi, vk) = d(vj , vk). Thus, it follows that equality occurs in (2.1) if
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and only if vi and vj are adjacent with RTri = RTrj and d(vi, vk) = d(vj , vk), for

all vk ∈ V (G) − {vi, vj}. For the graph G = K2 ∨ H, let v1 and v2 be the vertices

of K2 and v3, . . . , vn be the vertices of H. It is clear that RTr1 = n − 1 = RTr2
and RTrk ≤ n − 1, for all k = 3, 4, . . . , n. Since complement of the graph K2 ∨ H
is disconnected, therefore by Theorem 4, we have δ1 = n and also we note that

maxvivj∈E(G)

{
RTri+RTrj

2

}
+ 1 = 2n−2

2 + 1 = n. This completes the proof.

The following result [4] gives the relation between the reciprocal distance Laplacian

eigenvalues of a connected graph G and its connected spanning subgraph.

Lemma 1. Let G be a connected graph on n vertices with m ≥ n edges and let G
′
= G−e

be the connected graph obtained from G by the deletion of an edge e. Then λi(RD
L(G)) ≥

λi(RD
L(G

′
)), for all i = 1, 2, . . . , n.

The following result gives lower bounds for the reciprocal distance Laplacian spectral

radius in terms of order n and the Harary index of the graph G.

Theorem 6. Let G be a connected graph of order n ≥ 3 having Harary index H(G).
Then the following holds.

(i). If G � Kn then δ1 ≥ 2H − n(n− 2) + 1. Equality occurs if and only if G ∼= Kn − e.

(ii). If G is a bipartite graph with partite sets of cardinality a and b, then δ1 ≥ 2H− n
2
(n−

3)−ab. Equality occurs if and only if G is a connected bipartite graph with three or four
distinct reciprocal distance Laplacian eigenvalue, which are δ1, δ2 = · · · = δa = b + a

2

and δa+1 = · · · = δn−1 = a+ a
2
, 0. In particular, equality occurs for the graph Ka,b.

(iii). If G has independence number α, then δ1 ≥ 2H−n(n+ ω
2
−2)+ ω2+1

2
. Equality occurs

if and only if G ∼= CSω,α, where α = n− ω.

Proof. (i). For the graph Kn − e which is obtained from the complete graph Kn by

deleting an edge e, it is clear that Kn − e = Kn−2 ∨K2. Clearly, the graph Kn − e
has a clique of order n − 2 such that each vertex within the clique shares the same

neighbourhood outside the clique with reciprocal transmission degree of each vertex

equal to n − 1, given by Lemma 1 that n is an eigenvalue of G with multiplicity

n− 3. Also the graph Kn− e has an independent set of order 2 such that each vertex

within the independent set shares the same neighbourhood with reciprocal transmis-

sion degree equal to n− 3
2 , given by Lemma 1 that n− 1 is an eigenvalue of G with

multiplicity 1. Further, 0 is an eigenvalue of multiplicity 1. Using the fact sum of

reciprocal distance Laplacian eigenvalues is 2H(Kn−e) = n2−n−1, we conclude that

n is the remaining eigenvalue. Thus, it follows that the reciprocal distance Laplacian

spectrum of Kn − e is {n[n−2], n− 1, 0}. Since G is a connected graph with G � Kn,

it follows that G is a spanning subgraph of Kn − e. Therefore, by Lemma 1, we

have δi(G) ≤ δi(Kn − e), for all i. Now, δ1(G) + δ2(G) + · · · + δn−1(G) = 2H(G)

implies that δ1(G) = 2H(G) − δ2(G) − δ3(G) − · · · − δn−1(G). This further gives
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δ1(G) ≥ 2H(G) − δ2(Kn − e) − · · · − δn−1(Kn − e) = 2H(G) − n(n − 2) + 1. It

is clear that if G ∼= Kn − e then equality occurs. So, suppose that equality occurs

then we must have δ2 = · · · = δn−2 = n and δn−1 = n − 1. Since, δ1 ≤ n, it

follows that if equality occurs in (i), then G is a connected graph having reciprocal

distance eigenvalue n with multiplicity n− 2. Using the discussion after the Theorem

4, it follows that the complement G has n − 1 components. This is only possible if

G = K2 ∪ (n − 2)K1. Thus, it follows that if equality occurs in (i), then G must be

of the form Kn−2 ∨K2 = Kn − e. This completes the proof in this case.

(ii). For the graph Ka,b, there is an independent set of order a with same neighbour-

hood set such that the reciprocal transmission degree of each vertex is b+ a−1
2 , giving

by Lemma 1 that b+ a
2 is an eigenvalue of G with multiplicity a−1. Similarly, there is

an independent set of order b in Ka,b such that each vertex share same neighbourhood

with same reciprocal transmission degree a + b−1
2 , giving by Lemma 1 that a + b

2 is

an eigenvalue of G with multiplicity b− 1. Further, 0 is an eigenvalue with multiplic-

ity 1 and using the fact sum of reciprocal distance Laplacian eigenvalues of Ka,b is

2H(Ka,b) = 2ab + a2+b2

2 , we get that the remaining eigenvalue is a + b = n. Thus,

the reciprocal distance Laplacian spectrum of Ka,b is
{
n, b + a

2
[a−1], a + b

2

[b−1]
, 0
}

.

Since G is a bipartite graph with partite sets of cardinality a and b, it follows that

G is a spanning subgraph of Ka,b. Now, using Lemma 1 the result follows in this

case as well. If G ∼= Ka,b, then it is easy to see that equality occurs in (ii). So,

suppose that equality occurs in (ii), then we must have δ2 = · · · = δa = b + a
2 and

δa+1 = · · · = δn−1 = a+ a
2 , for a ≤ b. This gives that if equality occurs in (ii), then G

is a connected bipartite graph with three or four distinct reciprocal distance Laplacian

eigenvalue, which are δ1, δ2 = · · · = δa = b+ a
2 and δa+1 = · · · = δn−1 = a+ a

2 , δn = 0.

This completes the proof in this case.

(iii). Let CS(ω, n − ω) be the complete split graph with clique number ω and in-

dependence number α = n − ω. Clearly, the graph CS(ω, n − ω) has a clique on ω

vertices with same neighbourhood outside the clique and with the common recipro-

cal distance transmission degree n − 1, giving by lemma 1, n is the RDL-eigenvalue

with multiplicity ω − 1. Similarly, the graph CS(ω, n − ω) has an independent set

on n − ω vertices sharing the same neighbourhood and with the common reciprocal

transmission degree n+ ω−1
2 , giving by Lemma 1, that 2n+ω

2 is RDL-eigenvalue with

multiplicity n − ω − 1. Lastly, it is easy to verify that 0 and n are the remaining

two RDL-eigenvalues of CS(ω, n − ω). Thus, it follows that the RDL-spectrum of

CS(ω, n− ω) is
{

0, n[ω],
(
2n+ω

2

)[n−ω−1]}
. Since G is connected graph with indepen-

dence number α, it follows that G is a spanning subgraph of CS(ω, α), α = n − ω.

Now, using Lemma 1 the result follows in this case as well. If G ∼= CS(ω, n − ω),

then it is clear that equality occurs in (iii). So, suppose that equality occurs in

(iii), then we must have δ2 = · · · = δω = n and δω+1 = · · · = δn−1 = n + ω
2 .

Since δ1 ≤ n, it follows that if equality occurs in (iii), then G is a connected graph

with reciprocal distance Laplacian eigenvalues δ1 = n, δ2 = · · · = δω = n and

δω+1 = · · · = δn−1 = n+ ω
2 , δn = 0. This gives that the reciprocal distance Laplacian
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spectrum of G is
{

0, n[ω],
(
2n+ω

2

)[n−ω−1]}
, which is same as the reciprocal distance

Laplacian spectrum CS(ω, n − ω). Since, by Theorem 3 the graph CS(ω, n − ω) is

determined by its reciprocal distance Laplacian spectrum, it follows that if equality

occurs in (iii) then G must be isomorphic to CS(ω, n− ω). This completes the proof

in this case.

Based on Theorem 6, we leave the following interesting problem for future research.

Problem 1. Characterize all the connected graphs which are extremal graphs for (ii) of
Theorem 6.

The following interesting Lemma can be found in [15] and is helpful in obtaining our

next result.

Lemma 2. If x1 ≥ x2 ≥ · · · ≥ xt are real numbers such that
t∑
i=1

xi = 0, then x1 ≤√
t−1
t

t∑
i=1

x2i , with equality if and only if x2 = x3 = · · · = xt =
−x1
t−1

.

The following result can be found in [11].

Theorem 7. Let y1 ≥ y2 ≥ · · · ≥ yn be the zeros of polynomial p(y) and let y = 1
n

n∑
i=1

yi

and z = n
n∑
i=1

y2i −
( n∑
i=1

yi
)2
. Then, followings holds

y +
1

n

√
z

n− 1
≤y1 ≤ y +

1

n

√
(n− 1)z,

y − 1

n

√
(i− 1)

n− i+ 1
z ≤yi ≤ y +

1

n

√
(n− i)
i

z, for i = 2, 3, . . . , n− 1.

The following result is the immediate consequence of Theorem 7 and gives upper

and lower bounds for the reciprocal distance spectral radius and the second smallest

reciprocal distance eigenvalue.

Theorem 8. Let δ1 ≥ δ2 ≥ · · · ≥ δn−1 > δn = 0 be the RDL-eigenvalues of G. Then the
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following holds for δ1 and δn−1

δ1 ≥
1

n− 1

2H +

√√√√ 1

n− 2

(
(n− 1)

(
‖RD(G)‖2F +

n∑
i=1

(RTri)2
)
− 4H2

)  ,

δ1 ≤
1

n− 1

2H +

√√√√(n− 2)
(
(n− 1)

(
‖RD(G)‖2F +

n∑
i=1

(RTri)2
)
− 4H2

)  ,

δn−1 ≥
1

n− 1

2H −

√√√√(n− 2)
(
(n− 1)

(
‖RD(G)‖2F +

n∑
i=1

(RTri)2
)
− 4H2

)  ,

δn−1 ≤
2H

n− 1
.

For the first three inequalities, equality occurs for Kn, while equality holds in the last one if
and only if G ∼= Kn.

Proof. Since
n∑
i=1

δi = 2H and
n∑
i=1

δ2i =
n∑
i=1

(Tri)
2 + ‖RD(G)‖2F , where ‖RD(G)‖2F

is the frobenius norm of the matrix RD(G). Using Theorem 7 together with

these observations, the inequalities follow. For Kn, we see that 2H
n−1 = n and

(n − 1)
(
‖RD(G)‖2F +

n∑
i=1

(RTri)
2
)
− 4H2 = n2(n − 1)2 − (n(n − 1))2 = 0. Thus

equality occurs in first three inequalities. Besides, it is proved that the multiplicity

[4] of δ1(Kn) is n− 1 if and only if G ∼= Kn and that proves the equality for the last

case.

The following result gives an upper bound for the reciprocal distance Laplacian spec-

tral radius in terms of order, the Harary index and the Frobenious norm ‖RDL(G)‖2F
of the graph G.

Theorem 9. Let G be a connected graph of order n ≥ 3 having Harary index H(G).
Then

δ1 ≤
2H(G)

n− 1
+

√
n− 2

n− 1

(
‖RDL(G)‖2F −

4H(G)2

n− 1

)
. (2.3)

Equality occurs if and only if G ∼= Kn or G is a graph with three distinct reciprocal distance
Laplacian eigenvalues, which are δ1,

2H(G)−δ1
n−2

and 0.

Proof. Let δ1 ≥ δ2 ≥ · · · δn−1 > δn = 0 be the reciprocal distance Laplacian eigen-

values of G. Then

n−1∑
i=1

δi = 2H(G) and

n−1∑
i=1

δ2i = ‖RDL(G)‖2F .
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Further,
n−1∑
i=1

(
δi− 2H(G)

n−1

)
=
n−1∑
i=1

δi−2H(G) = 0. Applying Lemma 2 to real numbers

δ1 − 2H(G)
n−1 ≥ δ2 −

2H(G)
n−1 ≥ · · · ≥ δn−1 −

2H(G)
n−1 , we get

δ1 −
2H(G)

n− 1
≤

√√√√n− 2

n− 1

n∑
i=1

(
δi −

2H(G)

n− 1

)2
. (2.4)

We have
n∑
i=1

(
δi− 2H(G)

n−1

)2
=

n∑
i=1

(
δ2i +

(
2H(G)
n−1

)2
− 4H(G)

n−1 δi =
n∑
i=1

δ2i + 4H(G)2

n−1 −
8H(G)2

n−1 =

‖RDL(G)‖2F −
4H(G)2

n−1 . With this it follows from (2.4) that the inequality (2.3) holds.

Assume that the equality holds in (2.3), then equality holds in Lemma 2. Which is

so if and only if δ2 − 2H(G)
n−1 = δ3 − 2H(G)

n−1 = · · · = δn−1 − 2H(G)
n−1 =

2H(G)
n−1 −δ1
n−2 . This

gives that equality holds in (2.3) if and only if δ2 = δ3 = · · · = δn−1 = 2H(G)−δ1
n−2 .

Since δ1 ≥ δ2, it follows that equality holds in (2.3) if and only if G is a connected

graph with two distinct reciprocal distance Laplacian eigenvalues of G is a connected

graph with two distinct reciprocal distance Laplacian eigenvalues, which are δ1 with

multiplicity one, 2H(G)−δ1
n−2 with multiplicity n − 2 and simple eigenvalue 0. Since a

connected graph has two distinct reciprocal distance Laplacian eigenvalues if and only

if it is a complete graph, the result follows.

The following result gives an upper bound for the reciprocal distance Laplacian spec-

tral radius in terms of reciprocal transmission degree and the reciprocal distance

between vertices.

Theorem 10. Let G be a connected graph of order n. Then

δ1 < RTri +

√√√√2
∑

1≤i<j≤n

1

d2ik
− 1

n

n∑
k=1

(RTri)2.

Proof. Let X = (x1, x2, . . . , xn)T be a unit eigenvector corresponding to eigenvalue

δ1 of the reciprocal distance Laplacian matrix RDL(G) of G. Then by the eigenequa-

tion RDL(G)X = δ1X, for each vi ∈ V (G), we have

δ1xi = RTrixi −
n∑
i=1

xk
dik

,

or equivalently (
δ1 −RTri

)2
x2i =

( n∑
i=1

xk
dik

)2
. (2.5)
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By using Cauchy Schwartz inequality and noting that X is a unit vector, we have

( n∑
k=1

xk

( 1

dik
− 1

n

n∑
k=1

1

dik

))2
≤

n∑
k=1

x2k

n∑
k=1

( 1

d2ik
+

1

n2

( n∑
k=1

1

dik

)2
− 2

ndik

n∑
k=1

1

dik

)
(2.6)

=

n∑
k=1

1

d2ik
− 1

n

( n∑
k=1

1

dik

)2

Besides, it is well known that
n∑
i=1

xi = 0, so we have

( n∑
k=1

xk
dik

)2
=
( n∑
k=1

xk

( 1

dik
− 1

n

n∑
k=1

1

dik

))2
≤

n∑
k=1

1

d2ik
− 1

n

( n∑
k=1

1

dik

)2
.

Summing from 1 to n, we obtain

n∑
i=1

( n∑
k=1

xk
dik

)2
≤ 2

∑
1≤i<j≤n

1

d2ik
− 1

n

n∑
k=1

(RTri)
2.

Therefore,

(δ1 −RTri)2 ≤
n∑
i=1

(
δ1 −RTri

)2
x2i ≤ 2

∑
1≤i<j≤n

1

d2ik
− 1

n

n∑
k=1

(RTri)
2, (2.7)

and from this, it follows that

δ1 ≤ RTri +

√√√√2
∑

1≤i<j≤n

1

d2ik
− 1

n

n∑
k=1

(RTri)2. (2.8)

Now, Suppose that equality occurs in (2.8), then all the above inequalities are equal-

ities. From (2.7) , we get RTr1 = RTr2 = · · · = RTn = T and by (2.6), we have
1
x1

(
1
di1
− T

n

)
= 1

x2

(
1
di2
− T

n

)
= · · · = 1

xn

(
1
din
− T

n

)
= li (say), for every i. If

li = 0, then 1
di1

= 1
di2

= · · · = 1
din

= 1
nT, a contradiction. Else, li 6= 0 for any i.

Also, diagonal entries of the reciprocal distance matrix are zero. So, there are no

entries of type 1
dii

in RDL(G) and hence lixi = −Tn , for each i. Moreover, for i 6= j,

dij = lixj + T
n = T

n

(
1 − xj

xi

)
and likewise dji = T

n

(
1 − xi

xj

)
. As dij = dji, we obtain

dij = 0, again a contradiction. This completes the proof.
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The following result gives a lower bound for the reciprocal distance Laplacian spectral

radius in terms of the Harary index, the order and the Frobenious norm parameter

‖RD(G)‖2F .

Theorem 11. Let G be a graph of order n ≥ 3. Then

δ1 ≥
2H

n− 1
+

√√√√ 1

(n− 1)(n− 2)

(
‖RD(G)‖2F +

n∑
i=1

(RTri)2
)
− 4H2

n− 1

)
,

δn−1 ≤
2H

n− 1
−

√√√√ 1

(n− 1)(n− 2)

(
‖RD(G)‖2F +

n∑
i=1

(RTri)2 −
4H2

n− 1

)
,

with equality if and only if G ∼= Kn.

Proof. For every fixed k > 0, we have

( n−1∑
i=1

δi − (n− 1)δk

)2
=
( n−1∑
i=1

(δi − δk
)2

=

n−1∑
i=1

(δi − δk)2 + 2
∑

1≤i<j≤n−1

(δi − δk).

Now, for k = 1 or k = n− 1, it is easy to see that∑
1≤i<j≤n−1

(δi − δk)(δj − δk) ≥ 0. (2.9)

Thus, with this information, we obtain

( n−1∑
i=1

δi − (n− 1)δk

)2
≥
n−1∑
i=1

(δi − δk)2. (2.10)

Also, from (2.10), we have

( n−1∑
i=1

δi

)2
− 2(n− 1)δk

n−1∑
i=1

δi + (n− 1)2δ2k ≥
n∑
i=1

δ2i − 2δk

n∑
i=1

δi + (n− 1)δ2k,

which is further equivalent to

δ2k(n− 1)(n− 2) +
( n−1∑
i=1

δi

)2
− 2δk(n− 2)

n∑
i=1

δi ≥
n−1∑
i=1

δ2i ,

or we have

δ2k +
1

(n− 1)(n− 2)

( n−1∑
i=1

δi

)2
− 2

(n− 1)
δk

n∑
i=1

δi ≥
1

(n− 1)(n− 2)

n−1∑
i=1

δ2i .
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This further implies that

(
δk −

1

(n− 1)

n−1∑
i=1

δi

)2
≥ 1

(n− 1)(n− 2)

( n−1∑
i=1

δ2i −
1

(n− 1)

( n−1∑
i=1

δi

)2)
.

Now, using the fact that
n∑
i=1

δi = 2H and
n∑
i=1

δ2i =
n∑
i=1

(RTi)
2 + ‖RD(G)‖2F , we have

(
δk −

2H

(n− 1)

)2
≥ 1

(n− 1)(n− 2)

( n∑
i=1

(RTi)
2 + ‖RD(G)‖2F −

(2H)2

(n− 1)

)
.

Also, by Theorem 8 with δ1 − 2H
n−1 ≥ 0 and δn−1 − 2H

n−1 ≤ 0, we obtain

δ1 ≥
2H

n− 1
+

√√√√ 1

(n− 1)(n− 2)

(
‖RD(G)‖2F +

n∑
i=1

(RTri)2
)
− 4H2

n− 1

)
,

δn−1 ≤
2H

n− 1
−

√√√√ 1

(n− 1)(n− 2)

(
‖RD(G)‖2F +

n∑
i=1

(RTri)2 −
4H2

n− 1

)
.

If equality occurs, then Inequality (2.9) must be equality, so we have

δ1 = δ2 = · · · = δn−1 =
2H

n− 1
.

Since, the multiplicity [4] of δ1 is equal to n−1 if and only ifG ∼= Kn, so equality occurs

if and only if G ∼= Kn. For other way round, we see that ‖RD(G)‖2F +
n∑
i=1

(RTri)
2 −

4H2

n−1 = 0 for Kn and equality holds.

The next result gives upper and lower bounds for the reciprocal distance Laplacian

spectral radius.

Theorem 12. Let G be a connected graph of order n ≥ 3. Then the following holds

1

2(n− 1)

(
4H −

√
D
)
≤ δ1 ≤

1

2(n− 1)

(
4H +

√
D
)
,

where D = (4H)2 − 4(n− 1)(4H2 − (n− 2)B) and equality occurs if and only if G ∼= Kn.
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Proof. If B =
n∑
i=1

δ2i = ‖RD(G)‖2F +
n∑
i=1

(RTri)
2, then we have

δ21 = B −
n−1∑
i=2

δ2i ≤B −
1

n− 2

( n−1∑
i=2

δi

)2
(2.11)

=B − 1

(n− 2)
(2H − δ1)2 = B − 1

n− 2
(4H2 − 4Hδ1 + δ21).

This, further implies that

δ21(n− 1) + 4H2 − 4Hδ1 − (n− 2)B ≤ 0. (2.12)

For the above inequality, it follows that

δ1 ≤
1

2(n− 1)

(
4H +

√
(4H)2 − 4(n− 1)(4H2 − (n− 2)B)

)
,

δ1 ≥
1

2(n− 1)

(
4H −

√
(4H)2 − 4(n− 1)(4H2 − (n− 2)B)

)
.

Equality holds if equality holds in (2.11), that δ2 = δ3 = · · · = δn−1, which is true

only for Kn. Conversely, for G ∼= Kn, we see that (4H)2−4(n−1)(4H2−(n−2)B) =

4n2(n− 1)2 − 4n(n− 1)(n2(n− 1)2 − (n− 2)n2(n− 1)) = 0 and equality holds.

Next, we find the relation between the reciprocal distance Laplacian spectral radius

with the reciprocal distance spectral radius and for that we need the following result.

Lemma 3. [17] Let be a connected graph with reciprocal degree sequence {RTi}ni=1 and
let λ(D(G)) be the reciprocal distance spectral radius of G. Then

λ1(RD(G)) ≥
√

(RT1)2 + (RT2)2 + · · ·+ (RTn)2

n
,

with equality if and only if G is a reciprocal distance regular graph.

Theorem 13. Let G be a connected graph and λ(RD(G)) be its reciprocal distance
spectral radius. Then

λ(RD(G)) ≥

√
1

n(n− 1)

(
δ21(n− 1) + 4H2 − 4Hδ1 − (n− 2)‖RD(G)‖2F

)
,

with equality if and only if G is reciprocal transmission distance regular.
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Proof. From Inequality (2.12) and by Lemma 3, we have

δ21(n− 1) + 4H2 − 4Hδ1 ≤ (n− 2)B (2.13)

= (n− 2)
(
‖RD(G)‖2F +

n∑
i=1

(RTri)
2
)

≤ (n− 2)
(
‖RD(G)‖2F + nλ2(RD(G))

)
. (2.14)

This, further implies that

λ(RD(G)) ≥

√
1

n(n− 1)

(
δ21(n− 1) + 4H2 − 4Hδ1 − (n− 2)‖RD(G)‖2F

)
.

Equality holds if all the above inequalities hold. Inequality (2.13) is equality if and

only if (2.11) is equality, that is B −
n−1∑
i=2

δ2i = B − 1
n−2

( n−1∑
i=2

δi

)2
, which holds if and

if δ2 = δ3 = . . . δn−1, and that is true if and only if G ∼= Kn. Also, by Lemma

3, Inequality (2.14) is equality if and only if G is reciprocal transmission degree

regular. Thus equality holds if and only if G is a reciprocal transmission degree

regular graph.
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